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Abstract

Structured peer-to-peer networks manage large data
sets. Each peer administers a part of the data. To answer a
query, several peers must collaborate. However, experience
with peer-to-peer file sharing systems shows that peers tend
to abandon collaboration. Such behaviour is also expected
in structured peer-to-peer systems. In the recent past, proto-
cols for such systems to counter this kind of behaviour have
been proposed. Our objective is to investigate how the be-
haviour of peers reacts to such protocols. We use idealized
game theoretic models to analyze the strategic properties of
structured peer-to-peer networks. The models predict cut-
off strategies. I.e., if more than a certain percentage of their
queries are answered, peers also answer queries in a sta-
tionary equilibrium. Another theoretical result is that free
riding may occur in equilibrium. To check whether our the-
oretical predictions are in line with reality, we have imple-
mented our model in an experimental laboratory and have
analyzed the behaviour of human peers. These experiments
support our theoretical results.

1. Introduction

Peer-to-peer systems are coordinator-free distributed
systems. Each node (aka. peer) that is part of a peer-to-
peer system is expected to participate in the ongoing work.
At the same time, it may also make use of the system as a
whole. The peer-to-peer approach has fundamental advan-
tages over systems with a coordinator node, notably relia-
bility and scalability.

In structured peer-to-peer networks, as in other peer-to-
peer systems, there typically is more than one peer involved
in the evaluation of a query. If one of these peers defects, it
is difficult to impossible to identify it. A peer cannot track

its queries. It has to trust in the cooperativeness of the other
peers. Only when they decide to handle its query, it will
receive a query result.

A natural phenomenon in peer-to-peer systems is free
riding, i.e., peers trying to make use of the system without
contributing to it. Identifying such uncooperative peers in
Content Addressable Networks (CAN) is difficult. CAN are
the variant of structured peer-to-peer networks we investi-
gate here. The problem is difficult because each peer only
has information about its neighbours. It does not know other
peers and cannot observe their reliability. The free riding
problem in structured peer-to-peer systems has not received
much attention so far. An exception is the variant of Con-
tent Addressable Networks described in [2]. With the ap-
proach proposed there, peers remember which interactions
with other peers have satisfied them. In [2] it is shown that
the protocol achieves the discrimination sought between co-
operative and uncooperative peers. However, these results
only hold under certain model assumptions that are rela-
tively rigid. Some of the assumptions are as follows: The
rate of uncooperative peers in the system is known to all
peers. Peers either follow the protocol or free ride, but do
not resort to other strategies. Elementary questions remain
open: Which factors determine cooperation in structured
peer-to-peer systems? Given these factors, can we improve
the design of the system? Are there any situations that cause
the system to collapse when relaxing the model assumptions
proposed?

To answer these questions, and to deepen our under-
standing, we analyse the behaviour of peers in structured
peer-to-peer networks from a strategic perspective. We
represent the complex peer-to-peer structure with idealized
game theoretic models and explore the strategic properties.
The equilibria of the models can be regarded as the stable
situation of the complex system. We use these models to
derive two hypotheses: First, we expect that free riding of
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one peer will not cause the system to break down. Second,
we expect that the probability of participation of peers in
the system depends on the fraction of positive interactions
with other peers in the past.

Since it is well known from research in experimental
economics that theoretic predictions do not always coincide
with actual behaviour, we implement a CAN variant that we
can assess with human peers in the laboratory. We are not
aware of any other evaluation of protocols for peer-to-peer
networks with ’human peers’, even though this approach
bears a significant advantage: Any assumptions about be-
haviour are not needed since they are observed! Our mo-
tivation is to learn which strategies humans use, and how
they affect the robustness, efficiency and amount of traffic
of the peer-to-peer structure. Such an approach is superior
to solely relying on the intuition of the protocol designers
which assumptions are natural, and which ones are not. It
turns out that our experiments confirm the hypotheses men-
tioned above. The paper is organized as follows. Section 2
reviews related work. Section 3 gives a short introduction
to Content Addressable Networks. Section 4 describes the
idealized economic situations to formalize structured peer-
to-peer networks and derives our hypotheses for the experi-
ments. In Section 5 we introduce our experimental design.
Section 6 presents and discusses the experimental results.
Section 7 concludes.

2. Related Work

Empirical studies of peer-to-peer systems, based on us-
age data of Napster and Gnutella [1] [15], show that many
users prefer not to share any resources. Instead, they make
heavy use of the resources provided by others. This behav-
iour, called free riding, has severe negative impact on peer-
to-peer systems and can even let the system collapse [11].
Hence it is important to thoroughly evaluate strategies of
peers in peer-to-peer systems before such systems become
operational.

Ge et al. [8] propose a mathematical model to analyse
the performance of peer-to-peer systems. They use their
model to compare structured peer-to-peer systems to other
peer-to-peer architectures. They show that the amount of
data transferred in structured peer-to-peer systems is higher
than in other peer-to-peer systems. This approach assumes
that the participants are cooperative. It does not investi-
gate the impact of uncooperativeness on the amount of data
transferred.

To analyze peer strategies, the cost of participation in
peer-to-peer systems has to be taken into account. Fab-
rikant et al. [6] and Chun et al. [5] provide cost models for
internet-like network structures. These approaches model
the participant as a non-cooperative player, who has an in-
centive to participate in the system, and who wants to min-

imize the price for doing so. They regard only the distance
between nodes and the degree of connectivity. Christin and
Chuang [4] extend this work by considering the load of each
peer. They calculate social optima and Nash equilibria of
such systems. The results are then used to analyze existing
overlay topologies.

Golle et al. [9] give a simple game-theoretic model to an-
alyze agent behaviour in peer-to-peer systems with a central
coordinator. They propose several payment mechanisms to
encourage sharing. Finally, they use results of simulations
to substantiate their theoretical results. Ranganathan etal.
[12] use a similar approach. They model peers as unco-
operative players and compare reputation-based incentive
mechanisms for peer-to-peer systems. They show that these
mechanisms can be used to effectively counter free riding.
Feldman et al. [7] extend this work by more detailed analy-
ses. They use different reputation-based incentive mech-
anisms and simulations with different attack strategies to
prove the usability of their system.

Buroghain et al. [3] use a differential service based on
incentive mechanism to eliminate free riders. They show
that the strategy of a peer wishing to join the system only
depends on the benefit it can derive from the system. If the
benefit is larger than a certain threshold, a peer will join the
system.

While these approaches make extensive use of simula-
tions, none of them gives a detailed game-theoretic model
and verifies it using economic experiments.

3. Content Addressable Networks

Several variants of structured peer-to-peer networks have
been proposed recently. CHORD [17], Tapestry [18] and
Pastry [14] organize the peers using a one-dimensional hash
function. Each peer knows a subset of the peers in the sys-
tem. Content Addressable Networks [13] in turn use an n-
dimensional hash function.

Content Addressable Networks deterministically assign
data objects to nodes according to their keys. This allows
to guarantee that the data object with a given key is found
within a certain number of steps, under several model as-
sumptions [2]. Structured peer-to-peer networks require
a hash function that maps keys to coordinates of an n-
dimensional space. Each peer is responsible for a partition
of the coordinate space, i.e., it stores all data objects whose
mapped keys fall into its partition. A peer also knows its
neighbours in the key space and their partition.
Example. Suppose that we want to store meta infor-
mation on web sites. E.g., the meta information that
would come with www.google.com might be ”search”, the
one of www.cnn.com might be ”news”, and the one of
www.mozilla.org might be ”browser”. Further, suppose that
the hash function maps the URL ”www.google.com” to the



coordinates (0.6, 0.6). The node responsible for (0.6, 0.6)
now stores the pair (www.google.com, ”search”). Figure 1
shows the segmentation of the coordinate space among the
nodes. Each rectangle represents the partition a peer is re-
sponsible for.

Figure 1. Content Addressable Network

Each peer needs additional data owned by other peers.
Hence, peers trade data by issuing queries. From an eco-
nomic perspective, the good exchanged is mutual informa-
tion. To obtain positive utility a node obtains the data ob-
ject belonging to a given key. When searching data objects
within the system, a simple variant of greedy forward rout-
ing is used. The peer sends its query, the searched key, to
a neighbour whose partition is closer to the coordinates of
the key. The neighbour checks whether it can answer the
query. If a peer can not answer the query itself, this step is
repeated until the query arrives at the peer that can answer
the query. This peer then returns the query result.
Example. Figure 1 illustrates this algorithm for a query
issued by Peer 1. The query asks for meta data on
”www.google.com”. The query is mapped to the coordi-
nates (0.6, 0.6). Peer 1 now identifies its neighbour with
the smallest Euclidean distance to (0.6, 0.6) in the coor-
dinate space. This is the peer right of it. It forwards the
query to this peer (Arrow (1)). Since this peer cannot an-
swer the query itself either, the procedure recurs until the
query reaches Peer 2 (Arrows (2) and (3)). Peer 2 answers
the query and returns the result to Peer 1.

To simplify matters, the key space forms a torus. This
allows to forward messages without ever reaching an edge.

The standard implementation of CAN, which is de-

scribed here, assumes that each peer forwards or replies to
all incoming queries.

4 Models and Hypotheses

Before we derive our hypotheses starting from problems
in computer science and considering game theoretic mod-
els, we first motivate the payoff structure in structured peer-
to-peer networks from an economic point of view. In eco-
nomic modelling the utility of an actor determines his in-
centives. Utility can be obtained from money as well as
from other factors. Obviously costs result in negative util-
ity and positive payoffs in positive utility. Doing work also
results in negative utility.

In modelling the peer-to-peer structure we assigned util-
ity to every action of a peer as follows: A peer obtains posi-
tive utility if one of its queries has been answered. It obtains
negative utility from answering or forwarding a query and
from sending one. For reasons of simplicity we identify
money with utility in the discussion. This is because the re-
lation between these two is monotone and increasing, even
though the relation might be non-linear. In other words, the
utility of a participant increases if his payoff increases.

4.1. Underlying Model from Economics

We compare structured peer-to-peer networks to the
model of Hens and Vogt [10]. In this model, agents can be in
two states: In State A they can deliver a service. In State B
they can consume one. Delivering a service corresponds to
answering or forwarding a query in structured peer-to-peer
systems. An agent which delivers a service looses some
utility by doing so. To participate in the system, a peer has
to invest money for the computing infrastructure. In our
design these costs are part of the costs of sending a query.
Hence sending a query corresponds to delivering a service.
We expect peers which do not send queries to not answer
any incoming messages. Hence, their infrastructure costs
are 0. This behaviour corresponds to leaving the system.
But infrastructure costs exist when issuing queries. Con-
suming a service corresponds to obtaining a query result in
structured peer-to-peer systems. Agents gain positive util-
ity from the service consumed. The amount of this utility
exceeds the one of delivering a service.

The model is round-based. In each round an agent in
State A may deliver a service (d) or not (n). The agents in
State B do not have an action choice. After each round an
agent in State A offering a service is matched with an agent
in State B. In principle, every agent in State B can consume
a service if enough agents in State A offer it. Otherwise,
only a fractionµ of agents randomly chosen receives the
service. After each round the agents that have been matched
switch to State A. In consequence an agent does not offer a



service in two subsequent rounds nor consume services one
right after the other. Figure 2 serves as a visualization. For
an agent the number of rounds in the game is infinite. As in
many economic problems, the end of an interaction is not
determined.

Figure 2. Strategic options

Discounting takes place between two subsequent rounds:
The utility drawn from a service consumed later is lower.
Without discounting, it would be rational to always cooper-
ate. This is in order to be able to consume the service again
as early as possible. With discounting in turn, the picture is
less clear: If an agent remains in State B and the discount-
ing is high, the utility drawn from consuming the service
will not level up to the one for delivering the service ear-
lier. One can, however, compute when exactly cooperation
is rational using economic methods [10]: In equilibrium,
cooperation is rational if it pays in the future. For games
with finite horizon, the standard way of arguing is backward
induction. It would tell us that non-cooperative behaviour
is rational. However, backward induction is not applicable
since the horizon is infinite. For such a setting, the notion
of stationary equilibrium is used for the computation. The
main results from [10] are as follows: the key parameter in-
dicating the cooperation of a player is the rate of his service
requests that have been successful. If it is above a certain
cut-off value he cooperates.

4.2. Hypotheses

We perceive this model as a simplification of the interac-
tions in a structured peer-to-peer system. We compare the
equilibrium strategies in the model to the strategies used in
such peer-to-peer systems. This gives way to the follow-
ing predictions regarding structured peer-to-peer systems:
Peers will use cut-off strategies, and free riding can exist
in equilibrium together with cooperation. In other words,
based on those theoretical results, we formulate the follow-
ing two hypotheses, to be evaluated in the experiments that
follow.

Hypothesis S (Cut-off strategies):If the past success fre-
quency is above a critical value (cut-off value) players will
participate in the peer-to-peer system. If the frequency is
below a cut-off value the players will not answer, forward

or send queries. The past success frequency is the rate of
queries answered in the past by other participants. Hypoth-
esis S reflects the theoretical result that players resort tocut-
off-strategies.

Hypothesis FR (Free Riding without break-down):Even
for small k, free riding of 1/k of all peers will not cause a
break-down of the system, where k is the number of par-
ticipants in the system. In our experiments we will show
that this holds for k equals six. In Hypothesis FR we test
whether free riding exists in one system without a break
down of the system. This is one equilibrium prediction
based on [10].

5. Experiments

For our experiments we used a simulation environment
for structured peer-to-peer systems. The simulation envi-
ronment controls the structure of the peer-to-peer network,
i.e., the neighbours of each peer. The important feature of
the simulation environment is that human players can mimic
peers. We reduced the number of peers in the system to the
number of human players. According to Selten, four are
few, and six are many [16]. This quote describes the ob-
servation that a small number of persons interacting shows
the same behaviour as a large group. We therefore chose
six participants for each experiment. Although the partici-
pants were told to play against both human and computer-
controlled peers, our peer-to-peer system consists of human
participants only. The participants did not know the size
of the peer-to-peer system. As the strategies of the parti-
ciants did not depend on the number of peers in the system,
we expect the results of our experiments to hold for larger
peer-to-peer structures as well.

The theory we have referred to is based on utility consid-
erations. Since utility is not directly observable, payoffof
the participants has been money.

Over nine months, we have conducted experiments with
60 students from various disciplines from Magdeburg Uni-
versity. They have been recruited by announcements in the
university and have been promised monetary reward con-
tingent on performance in a group decision-making experi-
ment. The participants have received points as payoffs. 100
points were 2 Euros. The average payoff of a participant
was 11.05 Euro.

The experimental software was programmed in Java.
The experiments were conducted in the computer laborato-
ries of Magdeburg University. The participants were ran-
domly assigned to the seats in the laboratory. The ex-
periment lasted approximately 120 minutes. The first 20
minutes consisted of orientation and instructions. The in-
structions were provided in written form. The experiment
continued with a learning phase during which the partici-
pants played for several rounds. The game was played in



Figure 3. Experiment client

ten groups of six participants via computer terminals. The
terminals were well separated from one another. The ratio-
nale has been to prevent communication between the par-
ticipants.

In the beginning, 20 periods were played without dis-
counting. Afterwards we introduced a discounting rate. In
the laboratory a discounting rate is implemented as the
probability that the game continues after every period. From
a theoretical point of view the results do not depend on
the interpretation of as a discounting rate or a continua-
tion probability. The chance move whether the game ends
or not was performed by rolling a 10-sided dice which was
observable by the participants. Hence, in the experiment the
participants played the game with a discounting rate of 0.1.

In the beginning of the game every player received a list
of 200 strings (numbers and letters) representing keys in a
structured peer-to-peer network. For every string on the list
of one player there has been a complementary string on the
list of another player. The complementary strings repre-
sent data objects saved within a structured peer-to-peer net-
work. The distribution of these strings was according to the
logic of a Content Addressable Network, as described be-
fore. The strings representing keys were randomly distrib-
uted among the players. Each player knew the complemen-

tary strings of 200 keys. Every player could send a query
for a complementary string. If he received the complemen-
tary string he obtained a payoff of 20 points. Every round a
player was allowed to ask for just one complementary string
for one of his numbers. This should reflect the intuition of a
structured peer-to-peer network. Here peers regularly sub-
mit queries to other participants. When sending a query
the simulation environment selected a string and offered 1-
3 peers. These peers were chosen from the neighbours of
the players, and they were ordered by their distance to the
query result. The player could select one of the peers of-
fered, and the simulation environment then forwarded it the
query. The environment offered more than one peer for the
following reason: For sending a query, both the probability
of having the information as well as the past behaviour are
important. For each query received, a player could choose
each round whether to process it or not. In the first case,
the simulation environment informed the player, whether
he could answer the query himself, i.e., whether the string
requested was in the list of his own 200 strings. If the player
could not answer, he was asked to forward the query. If for-
warding was chosen, the next player received the query. He
then had the same action choices as his predecessor.

Players were endowed with 100 points in the beginning.



The cost of answering a query was 5 points, the cost of send-
ing a query was 2 points, and the cost of forwarding was 1
point. The payoff for receiving a data object requested was
20 points. See Table 1.

Table 1. Payoff depending on actions
Action Payoff

Initial balance 100
Answering a query -5
Sending a query -2
Forwarding a query -1
Receiving a query result 20

The information available to the participants is shown in
the screenshot in Figure 3. The screen shows information
about a peer with Identifier 0. Player 0 has sent a query to
Player 1 and later a query to Player 4. This can be seen in
the bottom left area of the screen. The system (not necessar-
ily Player 1) has already answered the second query. Player
0 only sees that the query sent to Player 1 was answered.
Similarly to structured peer-to-peer systems, the simulation
environment does not make information on forwarders pub-
lic. Hence, column ’reply’ contains ”[received]”. On the
other hand, Player 0 is still waiting for the result of the query
sent to Player 4. Furthermore, Player 0 has received two re-
quests from other players, which he has not yet processed.
This is shown in the upper left area of the screen. Player 5
has asked for the result of a query which Player 0 can de-
liver itself. Player 0 cannot answer the query obtained from
Player 4 and can only forward it to other peers. The cen-
ter right area of the screen tells us that Player 0 has sent
one query to Player 1 and one to Player 4. Player 1 has an-
swered the query. This is because the ratio of the messages
that have been processed is ”100.00 %”. Similarly, this area
indicates that Player 0 received one query from Player 1.
The value ”100.00 %” in the column labelled ’handled’ in-
dicates that he has already answered this query. The value
”Account” in the upper right is the payoff of a player. After
every period the participants were informed about the re-
sult of the chance move (whether the game continues), their
payoff in the last period and their total payoff. They were
not informed about any characteristic of the other partici-
pants like their scores or their choices. Moreover, partici-
pants could not identify other participants. All information
was given on the computer screen.

We conducted two games where the participants played
against each other. We will call these games treatments. In
Treatment 1, the game was played with six human players.
In this treatment we tested for the strategies of human be-
ings and wanted to find out whether cut-off strategies were
played (Hypothesis S). In Treatment 2 one peer was free
riding. Participants were told that they are interacting with
human peers and programmed peers. Hence they could ex-

pect any strange behaviour. We used these two treatments to
test whether free riding may lead to a collapse of the system
(Hyothesis FR).

After the treatments (Treatment 1 and 2), a so-called
strategy game was played. In a strategy game, all players
are asked to describe their strategies in written form. A
strategy game takes place after players have played some
treatments. This allows gaining information on the strate-
gies of experienced players: While players learn during the
treatments, they have a thorough understanding of the game
after the treatments. All participants selected their strategies
for all games. The strategies could depend on the parame-
ters of a game and also on the whole history of a play of the
game. The participants were free to describe their strategies
and its dependencies on certain parameters without any re-
strictions.

After the experiment was completed each participant was
separately paid in cash contingent on her performance.

6. Results

In this section we summarize the results of our experi-
ments with human participants and relate them to our theo-
retical predictions.

6.1. Hypothesis S (cut-off strategies)

For a test of Hypothesis S we analyze the results of the
strategy game, because we are interested in the behaviour of
experienced players and want to minimize the side effects of
learning. We also wanted to observe behaviour conditional
on the actions of the other players. We obtain this condi-
tional behaviour from the strategies of the players. Another
reason to use a strategy game is that we cannot observe a
full strategy of a player only by analyzing the treatments.
This is because the chance move will stop the game after
several periods, and some parts of the strategy will not be
observed.

The strategies between Treatment 1 and Treatment 2 did
not differ. Most strategies had a start phase and a main
phase. The behaviour of the participants in the start phase,
which ended after a few periods, was very diverse. It might
not depend on the past success frequency in the beginning,
as only few interactions were observed to that moment.
Since we can only analyze behaviour of peers in an equilib-
rium using economic theory, we concentrate on the strate-
gies after the start phase. Table 2 shows the result of our
analysis.

We classified the strategies as follows: whether an action
is chosen is

a) only depending on the past success frequency of own
queries (with different cut-offs),



b) depending on the past success frequency of own
queries, but also other factors,

c) not in line with Hypothesis S.

Three participants chose strategies that depend on the ab-
solute number of unanswered queries and not on the suc-
cess frequency. Five used different types of strategies. All
other strategies depend on the past success frequency. 41
strategies were according to Hypothesis S. Three partici-
pants tried to anticipate the end of the game, and three in-
troduced the condition of doing less then the others (a kind
of free riding). This can be regarded as a slight modification
of a strategy according to Hypothesis S. The remaining five
strategies show stronger differences to a cut-off strategy.

Table 2. Types of strategies in strategy game
Strategy Category # persons

Cut-off strategy only depending
on past success frequency

a) 41

Cut-off strategy depending on
past success frequency plus end
phase

b) 3

Cut-off strategy depending on
past success frequency plus the
condition to answer less queries
than own queries are answered

b) 3

Cut-off strategy depending on
past success frequency for own
queries, answering randomly

b) 4

Cut-off strategy depending on
past success frequency, answer-
ing queries after several non an-
swered queries

b) 1

Cut-off strategy depending on
the absolute number of own
queries not answered

c) 3

Different types of strategies c) 5

We test the Null-hypothesis that the participants select
any other than a cut-off strategy in a binomial test. We only
count the 41 cut-off strategies (out of 60) as contradicting
the Null hypothesis. Then we can reject the Null hypothe-
sis on a significance level of 1%. This test result confirms
Hypothesis S.

This shows that cut-off strategies are accepted by the ma-
jority of players in structured peer-to-peer systems. Hence
implementing mechanisms that allow the exchange of data
depending on the percentage or amount of queries answered
in the past is an accepted behaviour. A small number real-
ized the chance of stopping cooperation at the end of the
game. This implies that countermeasures against defecting
in the ending phase have to be found.

6.2. Hypothesis Fr (Free Riding without
Break down)

In Treatment 2 one peer was instructed to send queries
and not to process queries of others. This player is called
destructive player.

Table 3. Average payoff per round
Treatment 1 Treatment 2

Group all
peers

destructive
peer in
Treatment 2

all
peers

destructive
peer

other
peers

1 5.85 7.71 4.11 3.45 4.25
2 2.63 5.90 0.89 1.27 0.82
3 4.40 6.52 1.85 2.35 1.75
4 6.79 10.20 2.81 8.00 1.78
5 7.78 7.36 4.47 3.83 4.59
6 2.31 5.95 0.99 3.67 0.46
7 4.31 -0.50 1.47 2.17 1.33
8 5.30 0.45 0.93 0.50 1.02
9 5.01 7.95 4.61 5.20 4.50
10 2.10 0.09 1.27 3.56 0.81

Mean 4.65 5.16 2.34 3.40 2.13

We compare the results of Treatment 1 and Treatment
2 in Table 3. Comparing the average payoff per round be-
tween the two treatments yields the following results. In 10
out of 10 groups the payoff is smaller in Treatment 2 with
a free-rider. In a binomial test this result is significant on
the 1% level. The average payoff per round can be regarded
as a function of the efficiency. We therefore conclude that
the efficiency decreases. On average the payoff is reduced
to about half of its value in Treatment 1, but the payoff is
still higher than zero. It is significantly higher (0.1% in a bi-
nomial test) than half of the one in Treatment 1. A general
result from game theory tells us that in the end of the treat-
ment the peer-to-peer system might break down. But even if
we skip the first 10 rounds from our analysis during which
cooperation tends to be the strongest we obtain the same test
results (see Table 4). This result confirms Hypothesis FR.

Comparing the payoff of the destructive player to the av-
erage payoff of the remaining peers in Treatment 2 we see
that the destructive player has a slightly higher payoff on av-
erage. In 8 out of 10 groups he performs better. This shows
that the destructive player tends to perform better than the
average remaining player. However, if we compare the av-
erage payoff of the destructive player between both treat-
ments he receives a lower payoff in Treatment 2. In 7 of 10
groups he performs better in Treatment 1. This shows that
free riding does not pay for the participants.

Players might not always be motivated to obtain a maxi-
mal payoff for themselves, but by obtaining more than oth-



Table 4. Average payoff after round 10
Treatment 1 Treatment 2

Group all
peers

destructive
peer in
Treatment 2

all
peers

destructive
peer

other
peers

1 5.77 8.29 5.07 4.67 5.15
2 3.58 7.80 0.83 0.09 0.97
3 4.61 8.00 0.97 -0.46 1.26
4 7.43 9.73 2.74 5.14 2.26
5 8.40 7.67 4.74 1.86 5.31
6 2.50 1.90 1.07 3.14 0.66
7 4.29 0.21 0.99 -0.57 1.30
8 6.01 2.92 0.68 -2.00 1.21
9 5.71 7.50 4.98 2.00 5.57
10 2.31 -1.23 0.95 4.94 0.15

Mean 5.06 5.28 2.30 1.88 2.39

ers. One may perceive this as a special case of competition.
We measure this effect by calculating relative payoffs. Rel-
ative payoffs are the quotients of one’s own payoff and the
average payoff of the remaining players. If a player is mo-
tivated by relative payoff, free riding is attractive. Thisis
because he earns more than the other players. However, if
one is motivated by his own payoff in absolute terms, free
riding does not pay. This is because the player also receives
a payoff lower than in the games in which he has cooper-
ated. In most cases such as in our setting, relative payoffs
are not known. Hence, free riding does not seem to be at-
tractive. In our experiment nobody always defects (unless
he has been instructed to do so). This shows that the incen-
tive from relative payoffs is not available to the peers and/or
not high enough. Our design protects from free riding.

7. Conclusions

In our paper we have combined economic and computer
science tools to analyze strategic aspects of peer-to-peer
structures. Complex peer-to-peer structures are used in a
variety of applications. For these applications the following
problems have to be solved: stability of the system, cooper-
ation of peers, free riding of peers. We used a game theo-
retic model to explore the strategic opportunities of the par-
ticipants. The model predicts that peers use cut-off strate-
gies. It is rational to participate in the system, and even a
working of the system with free riding is rational and can
be expected.

We confronted our predictions with an (economic) ex-
perimental test with human peers. The experimental data
confirms our predictions. We obtain cut-off strategies as
predicted by theory and a working system with free-riders.
If the information of the payoffs of others is not known,

free riding is not attractive in our setting. Experiments with
human peers allow to test which kind of behaviour does not
occur, and which kind of behaviour the designers of peer-to-
peer systems must reckon with. To the best of our knowl-
edge, this is the first investigation where humans assume
the role of peers in peer-to-peer structures. The advantage
is that we do not need to make any assumptions about the
behaviour of peers, compared to simulations.

In the future we will extend our analysis to more com-
plex peer-to-peer systems. We will introduce feedback in
the experiments. We also plan to implement computer-
controlled peers using the strategies found here and let them
play against human participants.
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