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Abstract. Peer-to-Peer data structures (P2P data structures) legeariamber
of anonymous peers share the data-management workloadnfkeo assump-
tion behind such systems is that peers behave cooperatietyas with many
distributed systems where participation is voluntary, #raparticipants are not
clearly observable, unreliable behavior is the dominaratsgy. This calls for
reputation systems that help peers choose reliable peéngetact with. How-
ever, if peers exchange feedback on experiences with ottees pspoof feedback
becomes possible, compromising the reputation systerhidipaper we propose
and evaluate measures against spoof feedback in P2P datausts. While oth-
ers have investigated mechanisms for truthtelling regentt are not aware of
any studies in P2P environments. The problem is more diffioubur context
because detecting unreliable peers is more difficult as Wellthe other hand, a
peer can observe the utility of feedback obtained from offe&rs, and our ap-
proach takes advantage of this. To assess the effectivehess approach, we
have conducted extensive analytical and experimentatatiahs. As a result,
truthful feedback tends to have a much higher weight thaofsfeedback, and
collaboration attacks are difficult to carry out under oypraach.

1 Introduction

Peer-to-Peer systems (P2P systems) are distributed s/stersisting of many nodes in
open, coordinator-free communities. Peers typically ai@kn by pseudonyms, which
they can replace at little or no cost. P2P systems do not hesmeteal instance that could
observe the behavior of peers. Thus, reputation system® [itlentify and penalize
misbehaving peers are crucial building blocks of all kinflIB®P systems.

Reputation systems assign each peer a reputation valugdstive or negative. A
reputation value is an aggregate of positive feedback optaints from other partici-
pants that have observed the behavior of the peer in the@asirly, we cannot expect
that nodes issue only truthful feedback. A peer may wishdorédit others which have
complained about it, or attackers could try to harm nodessbying spoof feedback.
For instance, [2] has observed similar behavioral pattare8ay. However, while oth-
ers have investigated mechanisms for truthtelling regdBt5], we are not aware of
any studies in P2P environments.

This paper proposes and evaluates measures for truthfitbde& for one partic-
ular kind of P2P system, namely P2P data structures (a.RR.d®erlay networks,
distributed hash tables, etc. [6]). Such structures letrgelaaumber of peers share
the data-management and query-processing workload. megignechanisms against
spoof feedback in P2P data structures is challenging, rharefor other P2P systems.



To lookup a data object, several peers must cooperate, aalikup fails if only one of
them is not reliable. With other P2P systems in turn, thepeeglly is only one peer that
carries out a service or a well-defined part of it. A relateliésis that it is difficult to
identify the defector if a lookup request is not processegherly. Consequently, gener-
ating truthful feedback is more difficult as well. Furthelpakup in P2P data structures
consists of operations that are relatively simple. This msethat reputation manage-
ment must be relatively simple as well so that it does not bexdisproportionately
expensive. Another issue is that P2P data structures hak syalability characteris-
tics, and reputation management must not get in the way sf thiaddition to these
complications specific to P2P data structures, there atkefuimore general’ issues:
Each node may change its behavior at any time and can behiféeeenily with dif-
ferent peers. Thus, negative feedback on cooperative ravtepositive feedback on
unreliable nodes typically exists. We cannot readily digtiish it from spoof feedback.

This paper makes the following contributions: First, wedali the particular re-
quirements that an approach against spoof feedback inatgusystems for P2P data
structures must fulfill. We then describe our approach. dtéharacteristic of P2P data
structures that a peer can observe the utility of feedbatdirdd from other peers, and
our approach takes advantage of this. For instance, a peehn Was forwarded a query
to a certain node and has obtained a proper query result nmjucte that complaints
about that node were wrong and positive feedback was coMéth our approach,
each peer uses such clues to derive weighting factors bgéndig the issuers of feed-
back items and the peer the feedback refers to. Second, waeran evaluation of
our approach, both with an analytic model and by means ofreérpats. The analysis
confirms that the differentiation between useful and legfuldeedback is effective.
We point out the analysis is rather general, i.e., leavadeabie details of the particu-
lar underlying reputation system. The experiments addsssgs which are difficult to
examine analytically, such as collusion attacks and dyaigyrissues. The experimen-
tal results are positive as well. For instance, our apprameffective against collusion
attacks in realistic settings. Third, the article featumediscussion of the applicabil-
ity of our measures against spoof feedback to other reputatistems and application
scenarios.

The remainder of this article is organized as follows: Secf describes the tech-
nical background, followed by a description of our approacection 3. Section 4
will analyze the approach, Section 5 will evaluate it. Sath reviews related work. Fi-
nally, Section 7 provides a discussion of the applicabdftgur approach, and Section 8
concludes the paper.

2 Background

This section briefly reviews the characteristics of P2P d#atactures and reputation
systems and provides a short description of a reputatidesyahich we will use as a
basis for our experiments. The section also quantifies theada spoof feedback may
cause in P2P data structures without any countermeasures.
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Fig. 1. Two-dimensional CAN.

Content-Addressable Networks P2P data structures (a.k.a. P2P overlay, distributed
hashtable) administer huge sets béy, value)-pairs on top of a large physical net-
work. Content-Addressable Networks (CAN) [7] are a prominent variant of P2P data
structures. Other instances are P-Grid [8], Viceroy [9] dofd [10] which differ pri-
marily with regard to contact selection and routing topgltogf. Section 6. We point
out that the presented measures are independent from tbiéispP2P data structure.
However, when presenting our results, we use a CAN for saggltailations and ex-
periments.

A CAN is a distributed system that consists of many nodesr§)eBach peer can
issue queries for any data object stored in the CAN, but iufgesed to store data
and participate in the evaluation of queries as well. EaciN@Aade is responsible for
a certain zone of the key space, and it knows all neighbers,deers responsible for
adjacent zones of the key space. The key space is an n-dionahgrus of Cartesian
coordinates in the unit space. It is independent from thestyithg physical network
topology. The assignment of zones of the key space to pesusigdrom the CAN
construction protocol. A peer which wants to join the CAN Sralrandom node that
is already in the CAN. That node splits its zone, keeping adédnd reassigning the
other half to the new node.

The key space of the CAN in Figure 1 is two-dimensional. NodésResponsible
for Zone ([0.5; 0.5), [0.625; 0.75)) of the key space, itknows all ¢ey, value)-pairs
wherekey € ([0.5; 0.5), [0.625; 0.75)). The neighbors in the contasttdif Node R are
Nodes B, Ps, P4, Ps. Since the key space is mapped on a torus, Neds R neighbor
of Node R.

Every data object maps to a point in the key space. Accorgimgich operation
(query, insert, update, delete) in the CAN refers to a point in the key space. For
example, a query is the key of a particular (key, value);@aid its result is the value of
the pair. Query processing in CAN is a variantgpéedy forward routing. A node that
has issued a query first checks if it can answer the query ftemone. Otherwise, it
forwards the query to the neighbor in its contact list whastadce to the query key is
minimal. The procedure recurs until the query arrives aptier that can answer it. The



peer then sends the result back to the issuer.drdamensional CAN with/V peers, a
number ofl = d/4 - N'/¢ participate in the processing of a lookup on average.

Incentives Mechanisms for Cooperation in Structured P2P Sstems Research on
P2P data structures has tacitly assumed that peers follwriftocol. But participa-
tion actually is voluntary, and uncooperative behaviohis dominant strategy (in the
economic sense of the word). An uncooperative peer doesotiotvfthe protocol of
the P2P data structure, e.g., it drops incoming messagesniparison to P2P systems
based on flooding, e.g., KaZaar gnutell&, P2P data structures are more vulnerable
to uncooperative behavior. Few uncooperative peers caifisantly reduce reliability
of a P2P data structure. For example, in a CAN consistiny of 10,000 peers with

d = 4 dimensions] = d/4 - N'/¢ = 10 peers on average forward a query (cf. [7]).
Now suppose that the CAN contains= 500 peers which do not forward any incoming
query message. Then the probability to obtain a query rissoittly (1 —u/N)! ~ 60%.

FairNet [11] is our proposal for a reputation system thatlezs uncooperative be-
havior unattractive. Peers in FairNet, fieedback issuers, generate and distribufeed-
back items. Such items are the observations of the feedback issueasdiag a partic-
ular transaction. Thus, a feedback item consists of a pegiti negative statement and
contains the identifiers of the issuer and the peer the feddieders to (thdeedback
subject). Only peers with a number of positive feedback items abaeeshold value
are allowed to participate in the P2P data structure. Pegrslotain positive feedback
in short time by carrying out proofs of work [12, 13]. A prodfwork is a problem that
is easy to formulate, and the solution is easy to verify, loltisg it requires a lot of
resources.

Each peer maintains a private locaputation repository for feedback on its neigh-
bors. The repository has a capacitysdeedback items per subject. If an item is added
to a repository that is already full, one item in the repayitwill be replaced. Con-
sequently, as soon as a peer starts to behave unreliabbtiveefeedback items tend
to replace positive ones. Based on the feedback items indtd tepository, each peer
can derive an individuateputation value for each feedback subject. Peers do share
feedback: A peer that has observed cooperative behavianaihar peer generates a
feedback item and stores it in its local repository. The tiemé the peer sends out a
message, it attaches recent feedback items whose subgeseighbor of the recipient
of the message. Therefore the repositories do not only tofgadback generated by
the maintainer of the repository, but also feedback forwdroly adjacent peers. In the
following, we refer to such intermediate peerdasvarders.

Note that the ratio of positive and negative feedback itema repository on an
uncooperative peer does not exactly follow its failure @tabty. For example, if a peer
does not handle 50% of all incoming messages, it does noinob®%6 positive and
50% negative feedback as well. One reason for this is thabmigtthis peer, but also
any other peer later in the sequence of forwarders can deogubry. This results in
negative feedback on all peers in the sequence.

! http://www.kazaa.com
2 http://lwww.gnutella.com



The Impact of Spoof FeedbackWe know from previous work [11] that the measures
outlined in the previous subsection are effective evenreggieers which process mes-
sages properly at a variable rate. For example, a peer wioieh ot work off 10% of
all incoming queries ends up with more than the double effomipared to a peer that
handles all queries properly. (The additional effort is tesult of a higher number of
proofs of work, in order to remain in the CAN.) However, thgexments show also
that dishonest peers issuing spoof feedback can impairffisetieeness of the reputa-
tion system significantly.

Suppose that a peer maintains a repository of sthat consists of feedback on only
one peer. If feedback is truthfyl,, is the probability that an arbitrary feedback item
in the repository is positive. The peer assigned to the itpyss deemed reliable if the
repository contains at leaspositive feedback items, i.e., sf- p,os > t. Any feedback
item has been issued by one©opeers. Now we wonder: How many dishonest peers
are necessary to affect the reputation of one peer? lsetu be a number of dishonest
peers issuing spoof positive feedback. The overall prditafir positive feedback now
changes tQ,os = “2* - Ppos + 5 - 1. Equating this withs - p,,s > ¢, we obtain an
estimate of the rate of dishonest peers required to induce positive feedback o t
repository such that an uncooperative peer is above thstible

x > % — Ppos 1)
a 1- Ppos
For example, consider a FairNet instance with a repositas/af s = 10 and a

thresholdt = 6. In this setup each uncooperative peer does not forward swem
50% of all incoming messages. We know from previous work fha} this results in
a probability ofp,.s ~ 0.13 for uncooperative peers. Equation 1 now tells us that an
uncooperative peer is deemed cooperative if at least 54%egbéers it has interacted
with issue spoof positive feedback.

3 Measures Against Spoof Feedback

This section motivates the requirements that an approaamstgspoof feedback in

reputation systems for P2P data structures must fulfill. §é¢etion also describes our
approach with its measures and data structures. We sti@sthéhpresented approach
does not depend on particular implementations of reputatystems or P2P data struc-
tures. Instead, the peers just need to know the nodes whiararfded the feedback,

the feedback subjects and the correlation between the dekdind the transaction out-
comes; no matter how the implementation handle this. Sectiorovides a discussion

on the applicability of our approach.

Approaches Against Spoof Feedback — RequirementMeasures to detect and avoid
spoof feedback in a reputation system for P2P data stricmust meet the following
requirements:

Effectiveness Obviously, the most urgent issue is the effectiveness ofléection of
spoof feedback. Effectiveness means that it does not pag isue spoof feedback



in any case. There are two worst-case scenarios that mighatiiine effectiveness:
First, there are situations where the distinction betweeotfeedback and truthful
feedback is not feasible. If a transaction fails with a phility of 50%, any feed-
back is correct with a probability of 50% as well. Second rpeeay run collusion
attacks to feed spoof feedback into the repositories ofreth&hen such an at-
tack takes place, it can be the case that the majority of thesghsplays dishonest
behavior.

Short response timesThe time required to adapt to new situations is an important
criterion in any P2P system where peers can change theivioela any time.
Peers can gain advantages during the period of time requicktect such changes.
This period of time needs to be as small as possible.

Filtering 'wrong’ feedback There are several reasons why honest peers can some-
times generate wrong feedback. For instance, a coopefasemay forward a
message to an uncooperative neighbor only once, becausestribt know any
better as yet. If the peer obtains negative feedback but doeforward to the
uncooperative neighbor again, the feedback could be sespoas. Thus, our ap-
proach should differentiate between spoof feedback ardbfesk that is wrong in
spite of best intentions.

Tamper-resistant design The measures must not introduce new 'holes’ which dishon-
est and/or unreliable peers can exploit. Therefore the uneashould rely on local
operations as much as possible, in contrast to other peleich would be dishonest.

Preserving trust relationships that already exist The idea that a peer either gener-
ates spoof feedback all the time or not at all is too undifideded. For instance,

a peer can generate spoof feedback on selected neighbgrsowrong feedback

could be the result of successful attacks. Thus, we strivariapproach that does
not break existing trust relationships after having obsdmrrong feedback items
from one forwarder. Instead, it differentiates betweerfulsend spoof feedback
from the same forwarder.

Low resource consumption P2P data structures aim to process large numbers of small
transactions. It is acceptable that a few transactionsogetile to unreliable peers.
On the other hand, a measure against spoof feedback musowad®wn the pro-
cessing of transactions due to excessive resource consumpt

Overview With our approach, each peer individually determines theghteof the
feedback. In particular, a peer can assign different wsigheach combination of sub-
ject and forwarder. The weights depend on the differencesnaifarities between the
transaction outcomes observed and the outcomes predigtételfeedback. In P2P
data structures, the feedback is used to identify a relipbés to forward a query to.
Here, the weights ensure that messages go to reliable pelgreeen in the presence
of dishonest peers issuing positive spoof feedback.

We now explain briefly the rationale behind our design deaisi A peer needs to
associate feedback items with the forwarder they have coone fThe assignment helps
the peer to reduce the impact of spoof feedback and to deterthe weight of future
feedback coming from that peer. At first sight, we could hasspaiated feedback with
the issuer instead of the forwarder. Namely, the issuersisamsible for the feedback it



has generated. However, the forwarder is able to manipuledening feedback items,
and it can decide which feedback is forwarded and which omefisi.e., apply some
kind of censorship. In other words, the receiver of a feeHli@en can only pin down

the last forwarder of the item with certainty, but not thauess Further, one might ask
why there are separate weights for each forwarder and eadbdek subject. This is
because a peer which forwards useful feedback on one feledbbject might forward

spoof feedback on another one.

Data Structures We now specify the data structures required to implementaqur
proach against spoof feedback on top of an existing repumatystem. Our approach
introduces two variables individually maintained by eaelempweighting factors and
transaction logs. The log is the history of all recent transactions handledhaypeer,
i.e., it contains the identifier of a transaction and the pleerquery was forwarded to.
A peer also maintains a weighting factoy, , in the interval[0; 1] for each feedback
subjects and forwarderp.

In addition, two data structures implement the reputatigstesn as described in
Section 2, namelyeedback items andreputation repositories. Assuming the presence
of such data structures does not restrict the applicatofiur approach: [14] indicates
that the referred structures are common for most of the P@Raton systems.

How to Weight Reputation Values When a peer wants to compute the reputation value
of a particular node, it first calculates several auxilisggutation values, based on the
feedback from the different forwarders. It then aggregttese auxiliary values using
the weighted average. Lé&t, denote the set of all peers that have forwarded feedback
for subjecto, and letr (o, 7) be a function that computes the auxiliary reputation value
for peero based on feedback from peet The reputation value then is as follows:

> r(o,i) - Wey

_iEP,
Ve = Z We i
i€P,
Equation 2 ensures that feedback with a low weight does fettahe reputation
value significantly. Thus, in P2P data structures the messgg to reliable peers only,
even in the presence of dishonest peers issuing positive fgedback.

(@)

Updating the Weighting Factors Having observed the outcome of a transaction, each
node can determine the utility of the feedback available.t&or example, negative
feedback on a node that has handled the transaction prdmmerlyeen less informative,
therefore the weight assigned to the corresponding (fateraisubject)-pair shall be
decreased.

P2P data structures are dynamic systems where the peergar®e thange their
behavior at any time. Thus, there should be weights thawvdatbdocus on recent trans-
actions. In addition, single stochastic occurrences shootl impact the weights. This —

% In FairNet, the reputation value is the number of positivafeack items in the repository that
refers to the peer in question.



and the fact that it does without additional data structuremtivates the use of the ex-
ponential moving average over time to adapt the weightswooteservations. Factar
with 0 < z < 1 specifies the importance of recent information, i.e., lakgdues ofz
prefer new values. Let(F, 4,6) be a function to express the correlation between the
transaction resull and the set of feedback iten#$. , with Subjects forwarded from
Peerg. The new weightv’ is derived from the old weight as shown in Equation 3.

w, = (1—2) W+ 2 a(Fyge,0) (3)

In FairNet the transaction results and the feedback itembiaary: a query is either
answered or not, and the number of positive feedback itermgtabparticular peer can
only be above the threshaotdr below. LetT'?°%, T™¢9 be the sets of all successful and
unsuccessful transactions, respectively. We now can dp\ke following correlation
functiona(F, 4,0):

1 if (0 eTPSN|Fyp| >t) V(0 € T A |F, | <)
UFo.5,0) = {0 it (0 € TPos A|F, ol <)V (BT A|Ey g >0

Other reputation systems may depend on measures that expoes sophisticated
correlations between the transaction outcomes obseredthafieedback. However, our
experiments in Section 5 will show that a relatively simptision leads to remarkably
positive results already.

4 Analysis

This section provides an analysis of the measures propdsedanalysis is indepen-
dent from the underlying reputation system and data strestOn the other hand, the
analysis (not the experimental evaluation) is based oroumarassumptions. We will
discuss the impact of these assumptions later in the paipst;,. tFansaction processing
takes place in rounds. In every round, each node issues amg and forwards or an-
swers/ queries on average. In addition, we assume that the systansisady state,
and the load of query processing and message forwardingialgglistributed among
all nodes. Our formal analysis further assumes that uncatipe and dishonest peers
are evenly distributed over the key space, i.e., there isngtcluster of neighboring
peers that are unreliable and/or dishonest. Finally, werasghat the underlying rep-
utation system handles the creation and distribution aflfeek as follows: At the end
of a transaction, each forwarder will be informed about itcome. If a query remains
unanswered, each forwarder generates negative feedbtictheinext forwarder in the
sequence as feedback subject. In the other case, thesaypaerate positive feedback.
The generated feedback will then be forwarded to all neighbbthe feedback subject.
The analysis only refers to the measures against untrdédddback, not to the P2P
data structure and the reputation system together witke tiiesures. Hence, the anal-
ysis uses the quality of the feedback available, the frequehsuccessful transactions
in the P2P data structure etc. as external parameters.tinyar, the characteristics of
P2P data structures are represented by two values: A quémyabe processed suc-
cessfully with probabilityy, and the processing of each query requires the cooperation



Parameters of the data structure Symbol

Probability of an unsuccessful transaction g
Number of peers that have to cooperate to process one ttamsac l
Parameters of the reputation system Symbol
Probability of positive feedback Dpos
Number of feedback items in the repository of one peer s

Threshold for the number of positive feedback items for @mbé peer ¢

Parameters of the countermeasure Symbol
Ratio of spoof feedback provided by dishonest peers b
Smoothing factor of the Exponential Moving Average z

Table 1. Parameters used in the analysis

of [ peers that are not observable from the outside. In order tdehtbe reputation
system we use the following parameters: A peer forwards andlles transactions of
another one only if it has at leasspositive feedback items in its repository whose sub-
jectis the peer in question. The repository has the captciiiores feedback items per
subject. As a result of feedback generation in the reputaystemp,,, is defined to

be the probability that an arbitrary feedback item issued hypnest peer on a reliable
subject is positive. The values pf,; then depend on the reputation system.

The rate of spoof feedbadckin the reputation system is the input variable of our
analysis. A value ob = 0 denotes an honest peer that disseminates truthful feedback
only, while dishonest peers forward spoof feedback at aohie > 0. Finally, the
factorz specifies the smoothness factor of the Exponential Movirgrdge and can be
customized according to the preference for newer valudseTalists all parameters
used in the analysis.

To examine the impact of spoof feedback, we first determineeitpected average
values of the weights. A dishonest peer issues spoof fekdldb a rate ofb and
accurate feedback with a rate(d@f- b) that is positive with probability,,,s. Equation 5
gives the probability that an arbitrary feedback item gateat by a dishonest node is
positive.

(%)

If at leastt feedback items in a repository withitems are positive, the maintainer
of the repository deems the peer reliable. Each honest phargcterized by = 0)

ais _ Jb-1+(1—10)-ppos forspoofed positive feedback
Pos 1 b-0+ (1 —b) - ppos for spoofed negative feedback

4 See [11] where the value f,. is derived in one specific reputation system.



generates positive feedback with probabitity,.. Therefore, it happens with a certain
probability p, that an honest peer generates less thpositive feedback items on a
reliable node. In consequence, other nodes could suspepttr to disseminate spoof
feedback and reduce the weight of its feedback. The sharesithye feedback items in
a repository follows a binomial distribution. Equation 6anoalculates the probability
p¢ for a repository containing less thapositive feedback items:

p: = P(Number of positive feedback in the repositceryt)
t—1 s ) 71_ 6
= Z:O (z) ’ (ppos)l : (1 _ppos)s ( )

In order to determine the same probability for dishonestgaee change the value
in Equation 6 fromp,,, to i, as shown in Equation 7:

t—1
is 8 is\i is\s—i
ptd = Z <Z> ' (pgos) ’ (1 _pgos) (7)
1=0

The expected average weight now is the probability thatrestretion is not success-
ful and that a repository contains less thigoositive feedback items plus the probability
of the opposite case. Equation 8 determines the weight atbfieek issued by honest
peers, Equation 9 does so for dishonest ones.

W' = pp-g +(1—=p)-(1-g) (8)
w? = pf* - g +(1 - p{**) - (1 - g) 9
A participant in a P2P system is free to change its behaviangttime and with

any frequency. For example, one peer might work hard to olat&iigh standing in the
eyes of others and try to disseminate spoof feedback aftdsv@hus, the time needed
to adapt to new behavior is crucial. This time can be quadt#ie the numbek of
repository updates needed to adapto a new ratio of spoof feedbaék The weights
are updated according to Equation 3. Thereféris,a function of the smoothing factor
z of the exponential moving average. Lt be the correlation(F ,, 8) between the
transaction result and the set of feedback items atkiritée can now rewrite Equation 3
to Equation 10.

wp=z-ar+z- 11— ar1+z-1—-2)2apo+ --+(1—-2)" a
& k—1 . (10)
=z-ap+tap-(1—2)"+2-> ap—;-(1—2)
=1
The initial parameteti is the value ofv before the change in the behavior. To ease
the calculation, the number of positive and negative feekllitams in the repository
and the rate of unsuccessful transactions after the charagsumed as constant, i.e.,
ai,as,---,ar are equal. Now Equation 10 is a geometric sequence and caives s
and rewritten to obtain the value bf as shown in Equation 11.
W — Ak
log(Go—=2a,")

T -




5 Evaluation

Having described the fundamentals of our approach indegrerfidm a concrete imple-
mentation of a P2P data structure or a reputation system,ilveow evaluate the ef-
fectiveness with numeric methods and by means of expersn@uir intention with this
section is to confirm that truthful feedback tends to havadéigveight than spoof feed-
back even in worst-case settings, that the reputationrsyatiapts quickly to changes
in the behavior of nodes, and that it is effective againdabalration attacks. In order
to obtain expressive results, the evaluation is based ohé&ti

Weights for Truthful and Spoof Feedback The first question is whether spoof feed-
back may obtain a higher weight than honest feedback. Wergalezh this by interpret-
ing the formulae of the analysis. To do so, we use realisficegataken from a FairNet
instance consisting af0, 000 peers organized in a four-dimensional keyspace. In this
setup,u is the rate of uncooperative peers. Each uncooperativeduesr not forward
or answer 50% of all incoming query. The rationale behindilarfarate of 50% is to
analyze a 'more difficult’ setting — even in the presence obépeedback, a completely
uncooperative peer would be quickly discovered. In conteaailure rate of 50% is a
worst-case scenario for settings with a small number of apemmative peers, because
any feedback item is wrong with probability 50%. In this settitihge probability for
each uncooperative node to obtain positive feedbagkis~ 0.13.° l.e., it is less than
its failure probability of 50%. This is because FairNet gaes more negative than
positive feedback.

In settings with a large fractiomof uncooperative peers, the number of truthful pos-
itive feedback in the repositories goes against zero, akelprobabilities of successful
transactions. Thus, it is easy to detect spoof positivelfaekl On the other hand, if the
probability of a successful transaction is about 50%, sfeexdback cannot be detected.
Therefore, in a setting with few queries properly process®tla smalp,,,, we expect
the weighting factors to be smaller on spoof feedback, coath@ a setting wherg,
is smaller than the probability of successful queries. Hatewe can already declare
success if the weights of spoof feedbangker are above the ones of nodes following
the protocol.

We now determine the weight of a dishonest peer for a ratio-of) to b = 1 spoof
positive feedback generated on an uncooperative feedbbgics. Figure 2 graphs the
result of our analysis. The figure confirms our expectatiBosvalues such as= 10%
or below, i.e., in our worst-case scenario with 50% succkssinsactions, the weight
of honest feedbaclk (= 0) is only slightly larger than the one of a peer issuing spoof
positive feedback onlyb(= 1). In contrast, in settings with a large number of uncooper-
ative peers and a high rate of unsuccessful transactiensyith high certainty regard-
ing the accuracy of feedback, the weight of honest feedlmsignificantly larger than
the weight of spoof feedback. Summing up, the analysis shdarshown that our ap-
proach assigns higher weights to honest feedback in any ldagesver, the difference
between truthful feedback and spoof feedback might be dmeadbrst-case settings. In

5 Determining the probability,.. in FairNet requires a complex algebraic model which we
omit here for the lack of space. See [11].
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Fig. 2. Average weights for different shares of dishonest peerspodf feedback.

these settings however, truthful and spoof feedback waaadd to the same decisions.
We will address the applicability of our measures under woase conditions by means
of realistic experiments later on.

Dynamicity As a next step, we want to determine the number of updateseded
to adapt a weightv to a new ratio of spoof feedbadk The setup of our simulation
is similar to the one used for Figure 2, i.e., the system atsmsif 10,000 peers in a
four-dimensional topology. In order to have expressivalltssthe setup contains 50
uncooperative peers which do not handle 80% of incomingstrations.
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Fig. 3. Number of interactions to update the weight depending ositheothing factor.

Equation 9 provides an estimatewf depending on the ratio of spoof feedback
Figure 3 graphs the number of updateseeded to decrease the weight of a truthful



repository b = 0) to 99% of the weight of a dishonest repositéfhe number of up-
dates is shown in comparison to the smoothing factand for three different ratios of
spoof feedback. The exponential moving average repladdafarmation at a constant
ratez. This explains why it requires more updatet adapt to a repository with= 1

in comparison to one with = 0.25, as shown in Figure 3. However, in P2P data struc-
tures a peer usually interacts with its neighbors freqyefitie example calculation of
Section 2 has shown that it requires around 10 interactietwd®en neighboring peers
to forward one query from the issuer to the peer that can Bgtaswer it in a setting
with 10,000 peers and a four-dimensional key space. Thes though the value of

k = 35atz = 0.1 andb = 1 might seem to be large, it actually tells us that the weights
are adjusted within less than four rounds. Larger smootfa@otprs shorten this period
of time even more.

Robustness Against Collaboration AttacksThe last question that we have to address
is: How useful is our approach in the presence of peers rgraizollaboration attack?
In particular, does it pay off for a group of dishonest peerbbost’ the reputation of an
uncooperative peer by issuing and forwarding spoof feddbAcseries of experiments
addresses these questions. Our experimental setup coosiE000 peers in a setup
where each peer has 26 neighbors. 50 uncooperative peers igd% of the incoming
queriesx dishonest peers surround each uncooperative peer. Thpesers try to push
the standing of the uncooperative one by disseminatingfqmusitive feedback items
at a rate. In other words, they generate honest feedback at g taté). In a series of
625 experiments, we varied the number of attackers from0 to 25 and changed the
ratio of spoof feedback frorh = 0 to 1. As outlined in Section 2, only the neighbors
can observe the behavior and generate feedback on a pestr.ti@experiments with
x = 25 identify extreme settings where dishonest nodes almosptaiely surround
the uncooperative peer.
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Fig. 4. Unhandled transactions in FairNet.

6 Because of the exponential moving average, the weights @tsyically converge to the ex-
pected value. Hence, we are satisfied with a conformancel@hstt 99%.



Each experiment consists of 200,000 queries. The numbetalan after an initial-
ization period that allows the reputation system to reacteady state. We measured
the numbere of queries dropped per round by all uncooperative peers,the total
number of unanswered queries caused by 50 uncooperativg fsegported’ by up to
950 dishonest peers issuing spoof positive feedback. &igwhows the results of our
experiments without our measures. It indicates that unexadjyve peers drop a small
fraction of queries even without the involvement of any disést peersi(= 0). This is
because our experimental setup does not include dataa#pficand queries referring
to keys in the zones of uncooperative peers are answered witibability of 50% only.
Except for this phenomenon, the reputation system doeswithlbut countermeasures
against spoof feedback, even in the presence of dishonest.g@nly collaboration
attacks where more than one third of the neighbors of an yperative node issue sig-
nificantly more than 70% spoof feedback increase the numb@nanswered queries.
On the other hand, there have already been distributekattacthe Internet with thou-
sands of 'zombie computers’ compromised by viruses and@ideby a single attacker.
Similar attacks on P2P data structures are conceivable lasTlvas, measures against
spoof feedback are still necessary.

Fig. 5. Unhandled transactions in FairNet with weights.

But how do the experimental results change with our apprdaoctinvestigate this,
we replayed our series of experiments with our measuregaéeti. Figure 5 contains
the results. The figure shows two findings: The impact of tkeccks has been largely
reduced, and the number of collaborators required for aemsfel attack has increased
considerably. At least 17 attackers have to disseminate ithamn 80% spoof positive
feedback to increase the number of unanswered queriedicatly. Moreover, the
maximal number of messages lost resulting froms 25 absolutely dishonest collabo-
rators is approximately one third of the one observed in ¥peBmental setup without
our approach. Other experiments with spoof negative feddtwa cooperative feedback
subjects (omitted here for lack of space) yield similar kssisumming up, repository
weights are an effective countermeasure against colltiborattacks in reputation sys-
tems for P2P data structures.



6 Related Work

This section reviews approaches that are related to ourureagainst spoof feedback
in reputation systems for P2P data structures. The sectiots svith a (very) short

outline of related P2P data structures, followed by a rewi€R2P reputation systems.
An overview on truthtelling mechanisms that are not spetoffe2P systems concludes.

P2P Data Structures. P2P data structures address a core issue in data management:
administering of huge sets ofdy, value)-pairs under a high rate of parallel transac-
tions. The various approaches [7—10] differ primarily wilgard tocontact selection
andpath selection, i.e., which are the peers a node can communicate with amgfdr
messages to. The topology of the key space is closely refateointact selection and

path selection. Common topologies include hypercubes, @AN [7]), rings (Chord

[10]), virtual search trees (P-Grid [8]), and butterfly netis (Viceroy [9]); see [6] for

an analysis of the impact of the topology on the charactesisf the data structures.

P2P Reputation Systems.All of these approaches assume that nodes readily follow
the protocol. We think that this is not realistic. Reputat8ystems allow the peers to
deal with unreliable nodes by collecting, distributing agtjyregating feedback on the
behavior of the participants in the past. One of the first t&jan systems based on
P2P data structures is [15]. The approach is based on cortglae., negative feed-
back. Each peer stores the feedback it has generated in al gigmsitory that is ac-
cessible by all peers. A peer assigned with more negativébfek than the global
average is deemed unreliable. As a measure against spobifele the approach pro-
poses to check not only the number of complaints on the peguéstion, but also the
reputation of the peers which issued the complaints. Bgtdbies not help against a
compromised global repository and comes with a large oastliggenTrust [16] is an
approach to reputation systems that is based on a distlileigenvector computation.
The approach uses a P2P data structure to store a globaéeist. For each pair of
peers, the trust vector contains a normalized reputatibreyéased on the number of
satisfying and unsatisfying transactions. In order to dgpioof feedback the reputation
value of each peer is recursively weighted with the repoitatif its 'observers’. How-
ever, cooperative peers are not forced to provide truttgetiback in settings such as
ours. Another assumption that does not hold in P2P datatstaegis that an initial set
of users is known to be trustworthipeer Trust [17] derives trust values from the satis-
faction earned by each transaction, the credibility of thgipipating peers, the context
of the transactions and community-specific issues. Sirtoléne other approaches, the
trust model of PeerTrust depends on a secure, global datdwste that stores feedback.
Spoof feedback is addressed with a credibility factor detifrom the assumptions that
uncooperative peers tend to disseminate spoof feedbackammerative peers usually
issue truthful feedback. These assumptions may fail in tesgmce of groups of collud-
ing peers which strive for 'strategic’ goals, e.qg., disdtiad other nodes. A comparison
of other P2P-based reputation systems is shown in [14].

It is challenging to secure global data structures agaiisstothiest peers. A peer
which wants to influence the reputation system could try seitspoof feedback, tam-
per with feedback items it is supposed to forward and maatpdkedback in its local



zone. FairNet [11], our reputation system for P2P data &iras, avoids these vulnera-
bilities by introducing mechanisms that work on local datacures. In particular, the
peers maintain local repositories and exchange feedbablewéry message that is sent
out to another peer. With local repositories, an attackat wants to modify a certain
reputation value is forced to compromise the repositori@sany peers. However, local
repositories without further countermeasures may stllpigy to spoof feedback.

Truthtelling Mechanisms. In addition to mechanisms designed for certain reputation
systems, others have investigated approaches to incantivithtelling. The approaches
do not depend on a specific implementati@@NFESS [3] aims at eliciting truthful
feedback in buyer-seller situations. The idea is that baydro appear repeatedly will
build a reputation for truthtelling in equilibrium. The &atrs formally prove the effec-
tiveness of the mechanism under the given assumptions. \oytbeir solution is not
readily applicable to our setting, for two reasons. Fir<DNF-ESS requires a central
instance that all participants deem trustworthy. Thisffedint from P2P architectures.
Another issue is that uncertainty/subjectivism is not péthe model, at least currently:
If a seller behaves cooperatively, the buyer will alwaysaeothis. If the seller does not,
the buyer will notice this as well. Our approach in turn doéhewut this assumption.
The rate of such errors is an endogenous parameter of ouragipr

Other proposals, e.gBayesian Truth Serum [5] and Peer-Prediction [4], pursue a
different (i.e., not reputation-based) approach to theesproblem, albeit in a slightly
different setting. They compare the probability distribatof truthful answers to other
probability distributions (the one of the answers of alltigipants in the case of Peer-
Prediction, and the one predicted to be the distributiohefnswers of all participants
in the case of the Bayesian Truth Serum). This comparis@walko maximize the
expected payoff of truthful answers, as formally shown & tespective publications.
Unlike CONFESS, it does so without requiring repeated attons. However, both
approaches are not applicable to our setting as well. Hestr-Prediction requires that
the probability distributions of answers (of truthful fdmxatk, to translate this to our
setting) is known; Bayesian Truth Serum in turn requires$ piegers come up with an
estimate of this distribution. Another issue is that, intesmf the name of one of the
approaches, they are not Peer-to-Peer. More specifidaiyynclear how to implement
them in an environment consisting of only the peers (and herdhstances that could
act as coordinators etc.). Finally, to the best of our kndgte there have only been few
experiments evaluating these approaches [18].

7 Discussion

The experiments presented so far have acknowledged thaboutermeasure can be
used with CAN and FairNet. But it remains to be discussed ifamuntermeasure are
applicable to other reputation systems and applicationast@s as mentioned in Sec-
tion 6. Unlike many other approaches, FairNet does not ditpenglobal data struc-
tures. Instead, the peers manage and exchange feedbaltk Waitta each interaction.
However, our approach does not depend on the location wherieédback is stored.



Instead, the peers just assign weights to the nodes whialafdrthe feedback, accord-
ing to the correlation between that feedback and the traiesacutcomes observed.
Thus, our approach is applicable to each reputation systeenemnodes exchange feed-
back items, e.g., [15, 19] or (with some changes in the achite) [17].

Our approach relies on mechanisms to detect spoof feedbicKitile resource
consumption. The downside is that the approach requiresraemteractions before
adapting to the behavior of a node, according to our evalnafihus, our approach
requires reputation systems characterized by a high thimutgpf feedback. However,
this is generally the case in systems such as P2P data sesichnd it is an attribute of
many fields of application, e.g., semantic web or distridigearch engines.

The experiment on collaboration attacks has indicatedraf&ignt improvement of
the reliability in the presence of many peers issuing speetlback at a high rate. But
the experiment has also shown that the countermeasuretganewvent any transaction
from being forwarded to unreliable peers. Therefore, opragch is only applicable in
settings with many 'inexpensive’ transactions where a fesgsages may get lost.

8 Conclusions

Spoof feedback is an important issue in any kind of reputatistems. Dishonest par-
ticipants may wish to discredit others or try to take advgesfrom disseminating spoof
feedback. The problem becomes even more difficult in disted reputation systems
for P2P data structures. Such settings are characterizachigh throughput of feed-
back and complex collaboration models with peers that cabembserved from one
instance. In this paper we describe the requirements thegppatation system for P2P
data structures must fulfill and propose our new approachrfonful feedback. The
approach takes advantage of the fact that each peer carveliiserutility of feedback
obtained from others after having observed the outcome dérsaction. The peers
derive weighing factors of (feedback forwarder, feedbad¥exct)-pairs.

We evaluate our approach with an analytic model and by mehasgtensive ex-
periments. The analysis confirms that the differentiatieimeen useful and less useful
feedback is effective, irrespective of the particular ierpentation of the reputation
system. The experimental evaluation demonstrates thecappity of our approach
in realistic settings. It shows a significant reduction & tinpact of collusion attacks
where more than 90% of the peers issue spoof feedback.
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