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Abstract—Peer reviewing is an important form of collaborative a peer-reviewed computer science conference. One importan
work that is used for quality assurance in science and in other goal was to determine which criteria may be useful to idgntif
domains like software development and knowledge management. 4544 reviews and thus to determine an adequate basis for
Review ratings by au_th_ors have potential to improve the qu_allty reviewer remuneratiod.To this end. we have incorporated
of peer reviews, by giving way to remuneration of good reviews. . . ) U ! P
A significant problem, however, is that authors’ perception is T€View ratings into the review process. Authors could asses
hardly neutral, but might be affected by the reviews. To gain each review they had received according to a broad selection
insight into their perception of peer reviews, we have conducted a of criteria, such as helpfulness of review comments. We have
survey among the authors of papers submitted to a peer-reviewe 5154 a5ked them to rate the review scores they had received.
computer science conference. One of our findings is that authors For th ke of clarit fer t | df <«
are satisfied with reviews whose comments they deem helpful, and or the saxe O_ clarity, we rg er to values _use or a_sse men
when they feel that the reviewer has made an effort to understad ~ @sscoreswhen issued by reviewers andrasingswhen issued
the paper. Suprisingly, these results hold when controlled for the by authors.
score given by the reviewer. Based on the study results, we dissu A promising way to improve the accuracy of scores are
the suitability of author ratings to identify high-quality reviews. 0 chanisms for honest feedback known from the economic
We describe a remuneration function for reviews based on author literat 31 [41. Th hani d truthfulni
ratings that aims to neutralize the effects of review scores. itera u_re (31, [4]- esg m_ec anlsms_ reyvar_ ru . UINEBSs

scenarios where no objective truth criterion is availaBlp-
|. INTRODUCTION plied to our scenario, they are suitable to reward reviewers
L . ) contingent on how other reviewers have assessed the same

Pe_er reviewing 1S an Important f_orm 9f collaborz_itlve WOTK bmission. The mechanisms work based on the assumption
tha.t IS gsed for quality assurance in science and in other Rat different opinions induce different estimates of the- d
mains “.ke softvyare_ (_jevelopment ".’md knowlledge me}nagemqﬂbution of this opinion among others. A related objectofe
Reviewing a scientific paper requires considerable intele our study is to test whether this assumption holds with igar

effqrt and time. However, the incentive t9 write h|gh-_qtyall to author ratings. Our results are applicable to reviewsrs a
reviews tends to be somewhat low, as reviewers remain anoRYail for reasons discussed in Section I

mous. While most reviewers do provide high-quality reviews, Having said this, our contributions are as follows:

there is a non- negligible rate Of. reviews of lower qualltyExtensive AnalysisWe have carried out a detailed analysis
at least gccprdmg to the percgptlpn of the authors. Pelrsogfa author perception of peer reviews. Among others, our
cc_)mmu_rucauon W't.h other scientists as well as ngme.mlé%alysis addresses the following questions: How is author
d|5(_:u55|on_s re_gardmg the_pros and cons of peer reviewingstistaction with review quality distributed? How stropglo
va\r/l\;) UE slqenuf;]c C?mg]tl; nlﬂes' shovt\)/ this r[]ll’ [Zr}' . Ithe characteristics of the review, in particular the revésares,
Ve e'EVEt at feedbac g“ﬁn y aut _f(_)rs” as po:jentla 48 well as the accept/reject decision, affect author rafing
Improve the review process. More specifically, we deem \fi-n of the different assessments of the reviewer influence
promising to rely on review ratings to identify hlgh.—quallt author perception of overall review quality?
reviews and remqnerate rewgvv’erbiowever, the speuﬂps of Test of Validity of Assumptions behind Mechanisms for Hones
such a remuneration mechanism are not obvious. For instangg, ypack Mechanisms for honest feedback are promising
assrl: ming _thatl accept/rejeqt deC|s_|ons affbect tZe per:}reptﬁ . to reward reviewers based on the assessments of other re-
authors, simply remunerating reviewers based on the Rtinge,\ers of the same submission, as explained earlier. These
they receive from authors is not Ob_leCt'VG' TO |I|u§trate, fhechanisms rely on certain assumptions. We test whether a
review 0; a paper thatf hr?s been rele|9ted fW'” Obta'nhlo"\lf]%%\rticularly crucial and important one holds in our setting
rbatlngst an adrevrllewl(;) kt] € Same qua 'tﬁ ?da paper that Nggcssion of the Suitability of Author Ratings as a Basis

een ac_ce_ptg » Shou that e}ssumptpn old. for Review Remuneratioffo our knowledge, we are the first

To gain insight into authors’ perception of reviews, we havgy g4y how to remunerate peer reviewers based on author
conducted a study with authors who had submitted papers to

2Based on our study, one might be able to derive other measureslias

1The form of the remuneration is not a topic of this paper. Oresibility ~ e.g., re-design of review forms, or other measures which we hat come

is to remunerate reviewers with specific awards, e.g., ‘bmdewer award’, up with at this current point of time. In this article, we kedy tdiscussion
as some conferences have done already. focused on reviewer remuneration as the core objective.



ratings. Given our results, we discuss how a suitable metdommon prior assumptich.

to remunerate reviewers could look like. This metric should It seems promising to apply honest feedback mechanisms
neutralize possible effects of the review process, e.@, tto peer reviewing. By rewarding reviewer honesty based on
effects of the accept/reject decision, on author ratingsash scores of other reviewers for the same submissions, review-
as possible. ers would have incentives to give accurate scores. As a

Paper outline: We discuss mechanisms for honest feedb&Rrequisite, we test whether authors who responded to our
in Section Il. Section Il reviews related work. Section Ivjuestionnaire act in line with the common prior assumption.
presents the questionnaire used for the study, its implemerMore precisely, we test whether authors act accordingly to
tion and the statistical methods we use for the analysis: S&&yesian theory when estimating the ratios of unfavorade r
tions V and VI present the results of the analysis. Sectidn Vings given by other authors. Since we envision applying bbne
studies the suitability of ratings as a basis for remunenanf feedback mechanisms to reviewers, it would be necessary to
reviewers. Section VIl concludes. test the validity of the assumption among reviewers, notragno

authors. However, we assume that our results are gendraliza
to reviewers, for two reasons. The first one is that the grdup o
1. MECHANISMS FORHONESTFEEDBACK reviewers and the one of authors overlap to a large degeeg, i.
many authors are reviewers in (other) conferences. Thaendeco

) reason is that assigning ratings to reviews is very simiar t
Honest feedback mechanisms reward truthful feedback é@signing scores to papers.

the absence of an objective truth criterion. Possible apfitin
scenarios include online product ratings (‘How do you asses [1l. RELATED WORK

Product x?), polls of expert judgments (‘How likely do you cyriticism of peer reviewing has concentrated mainly on its
deem global warming to occur?’), or psychological surveystficacy and effectiveness. Some studies [7]-[9] have yede
(‘Do you prefer red or white wine?’). In these scenariojythors who had submitted manuscripts to journals. However
explicit rewards can improve the quality of responses RQyje results from the surveys differ from each other. Gibson
stimulating a respondent to take the time to respond aaglyratet a|. report on an online survey of 445 authors of research
and truthfully. However, rewards are difficult to dererminemanuscripts submitted to tf@bstetrics and Gynecologgur-
because the objective truth is not available. This may by [8]. Authors were asked to rate six aspects of editorial
the case because the questions are inherently subjectivec@nments and three aspects of the review process. One result
because the truthfulness of a response can only be establisg that authors of accepted manuscripts give higher ratings
at a much later point in time. And simple rewards, for examplgr overall satisfaction than authors of rejected manpssri
a remuneration based on the majority opinion, are unlikely &arfunkel et al. find a weaker correlation between auther rat
yield the desired resullts. ings and manuscript fate [9]. Gibson argues that the difieze
Honest feedback mechanisms solve this problem by rewardsults from the number of survey items and the rating scales
ing answers depending on the answers made by peers. Timethe guestions.
compute rewards in such a way that honesty, not conformity,We see many exogenous factors which might influence
is the optimal strategy for respondents. They achieve this huthor satisfaction with peer reviewing, for instance the o
exploiting correlations between opinions of differentgmrs ganization of the review process, the selection of reviewer
regarding the same question. The existing mechanismg diffand the design of the review forms. In addition, the review
in the computation of the rewards. [4] rewards a rating byrocess of a conference is different from the one of a jour-
comparing it to the rating of another randomly chosen rataal. [10] has pointed out that, at least for experimenslist
called the reference rater. The rating is rewarded by coimparconference publication is preferred to journal publicatio
the likelihood assigned to the reference rater’'s possiiiegs and the premier conferences tend to be more selective than
to his actual rating. [3] rewards answers that are “more come premier journals. Hence, many conferences have huge
mon than collectively predicted”. Truthful responses m@ixe numbers of submissions and tight time constraints. Puisica
the expected reward, given that all other participants answn conferences needs shorter time to print (7 months vs. 1-
truthfully as well. 2 years). However, there is a lack of studies on conference
The crucial assumption behind all these mechanisms rgyviews.
that respondents use their own opinion as information onThere also are various proposals to increase review quality
the popularity of this opinion among others. More preciselypome proposals attempt to improve the review process,itself
respondents who endorse a certain opinion deem it mdike allowing authors to submit feedback in the rebuttalggha
popular than those who do not. For example, a red wine lovef supporting a rather open review process instead of double
tends to estimate the ratio of people who prefer red overewhilind. In the journalBiology Direct[11], to give an example,
wine higher than average. Various studies have confirmed tauthors can select their reviewers from the editorial boand
fhrztp ?esét;)%rr]]’ dseenets[sl]sfgrtﬁ;I?\(l)svrxlivg.irﬁozogqsme?/? deef:!:r;itﬁg dl SThe psychological literature has initially regarded thiepomenon as an

- ) Rtk IR @&&:entric error of judgment (a ‘false consensus’). Dawésred a Bayesian
(a hypothetic) common prior distribution. This is called thexplanation [6].



reviews are not only signed, but also published togethdn wiRelated Work and Language and Clarity Additionally, re-

author responses as part of each article. Analyses of elifferviewers provided a numerical self-assessment of their own

modes of peer-review activities, e.g., online vs. facéatme expertise regarding the topic of the submission. Scores and

reviewing [12], exist as well. self-assessment were based on the usual 1-5 scale, withd. bei
Others have proposed to train reviewerke British Medi- the minimum and 5 the maximum score. Furthermore, reviews

cal Journal offers reviewers a workshop which gives thencould provide written comments. The conference chairsase

clear briefs, including guidance on what to include in ththeir accept/reject decisions mainly on ti@verall Score

review etc. [13]. Callaham et al. try to improve reviewindHowever, they revised some of the ranking based decisions

skills by means of feedback from the editorial board. Inrtheduring a one day physical meeting.

study editors write short feedback in text to the reviewers t

comment on the quality of the reviews submitted [1]. HowgeveB. Questionnaire

the performance of reviewers is hardly improved, i.e., $mp

W(;'ttent. fee?back o r(ta;‘/!ewers .?eemst tottf w:Efncu:nt afs. 8Bntained guestions concerning each individual review the
educational means In this Specitic context. Another s udis Inrespective submission had received. The second part oedtai
that reviewer ratings given by journal editors are modéyate

. . .2 “"-general questions.
re"?‘b'e' and Fhat they _correlate modestl_y with the abibty Review Specific Ratings.Regarding individual reviews,
reviewers to find flaws in a test manuscript [14].

Peer reviewing not onlv is an important instrument in ththe following issues were part of our questionnaire. The

reer reviewing not only 1S a portant nstrume Bverall Quality rating is supposed to summarize the overall
S.C'em.'f'c comml_Jmty o p!ck_ g_ood contributions, bgt als.%atisfaction of the author with the review. Further, weitdit
finds its usage in other disciplines. In software-engimeeri ratings regarding the appropriateness of the 6 scores. $te al

processes, to give an example, peer reviews are used td dqgc : .
ST o . the authors rate the expertise level of the reviewer en th
deficiencies in the code [15], [16]. Other studies inveséiga, b

N . ame scale as the reviewers’ self-assessment. Additypma|
the effect of peer reviewing on student learning. In [12f1 vo

students review papers written by their peers. and the (s sked questions referring to criteria which might influence
pap y P ' Yeview quality: helpfulness of the review comments for fetu

indicate that students take peer reviews seriously andqﬂovwork, appropriateness of review length, perceived effdrt o

constructive reviews, Finally, peer ratings havg also fwen the reviewer to understand the paper, percentage of justifie
posed in the context of the collaborative creation of stred comments

knowledge. For example, Noy et al. discuss ratings for theGeneraI Questions.To test whether authors act in line with

evaluation of ontologies [17]. Hiter et al. evaluate ratings . : : .
: . . ; the common prior assumption, we let them estimate the ratio
and rating based incentive mechanisms for the collaberativ

; . of reviews rated ‘very low’ or ‘low’ among i) all authors,
construction of structured knowledge empirically [18]. i) authors whose submissions had been accepted, and iii)

IV. M ATERIALS AND METHODS authors whose submissions had been rejected. Finally, we
asked authors whether they deem ratings likely to improve

We have carried out our survey by means of an onling . .
€view quality.

guestionnaire. Survey participants were the authors of th : .
CASES 2009 conference. In this section, we first describ:T he response formats were mostly ordinal and differed

details of the conference and its peer-review process whi%ﬁpendmg on the question. Some questions elicited irlterva

are relevant to our study. Then we describe the questicmna{ﬁVEI data. Table | gives an overview of the review-specific

and the implementation of the study. Finally, we review threatings. See [20] for an online version of the questionnaire

statistical methods we use in our analysis.

The questionnaire consisted of two parts. The first one

C. Implementation of the Survey

A. Conference and Peer-Review Process We sent out invitations to participate in the survey imme-
We invited the authors of th€ASES 2009 Conferencediately after the notifications. We invited the contact auth
for Emerging Technology in Embedded Computing Systein&s, one author per submission. We did not invite multiple
to participate in our study. The conference is held annualuthors per submission to avoid that authors distort regylt
and focuses on compilers and architectures for embeddetswering questionnaires for their co-authors. Moreower,
systems [19]. Authors submitted 72 papers to the confereragsume the opinions of co-authors to be highly correlated.
overall. 48 reviewers wrote 311 reviews on the submissions\WVe set up the questionnaire software so that the number
total. The number of reviewers per submission ranged fromo2 questionnaire items matched the numbers of reviews a
to 6 (avg.=4.38 reviewers/submission). The reviewers @id nsubmission had received. Authors had ten days to complete
know about our study beforehand. Out of the 72 submissiotise questionnaire. We sent out one reminder eight days after
the conference rejected 47 and accepted 23 as full papers #ra invitation. As an incentive to participate in the study,
2 as short papers. besides that of helping the scientific community, we raffled
A review contained oneDverall Score Further, the re- off six Amazon gift certificates of USD 20,— among all survey
viewers had to assign the following detail scor@siginality, participants. We had announced the raffle in the invitatmn t
Technical ContributionExperimental ResultDescription of the survey.



TABLE |
REVIEW SPECIFICRATINGS AND RESPONSEFORMATS

Survey Rating for # Choices Choices
Overall Quality 5 ‘very low’ to ‘very high’
Perc. of Justified Comments 5 0%, 25%, .., 100%
Helpfulness for Future Work 4 ‘not at all’ to ‘very helpful’
Perceived Expertise of Reviewer 5 1-5
Effort of Reviewer 3 ‘low’, ‘average’, ‘high’
Appropriateness of Review Length 3 ‘too short’, ‘appropriate’, ‘too long’
Appropriateness of (each of the 6) Review Scofes 3 ‘too low’, ‘appropriate’, ‘too high’

D. Statistical Methods V. RESULTS

To quantify the effects the different variables, such as theln the following we present the results of our statistical
characteristics of the reviews, the ratings, the accgetlre analyses. To begin with, we present the response rate and an
decision, etc., have on each other, we perform a correlatioverview of the author ratings dealing directly with review
analysis. Because most of the variables are ordinal in @atusatisfaction. Then we analyze the effects of review charact
we use Spearman’s rank correlation coefficierto calculate istics on ratings. Finally, we examine whether author estis
correlations between two variables. In line with [21], we®n rating distributions are in line with the common prior
obtain p by applying Pearson’s product-moment correlatioassumption.
coefficient to ranked data as follows.

The bi-variate rank correlatiop of a series ofn observa-

tions of the variablesy and Y, written asz; andy;, where 39 out of 72 authors of distinct papers we invited completed
i=1,2,..n, is calculated as the questionnaire, resulting in an overall response rat&f

_ _ Authors of accepted papers were significantly more likely to
— 2i((Bi — R)(S; — 5)) complete the survey than authors of rejected papers (otlds ra
\/Zi(Ri - R)2Y,(S; - S)2 8.46, x*(1) = 13.730, p < .001 ). Nevertheless, 46% of the
’ respondents were authors of rejected papers. [8] repaontkasi
where R; is the rank ofz;, S; is the rank ofy;, R is the response rates. Overall, the authors assessed 175 reViesvs.
mean of theR; values, andS is the mean of thes; values. average number of assessed reviews per participating rautho
In situations where observations are tied, the average isanks 4.49.

A. Response Rate

assigned. o . . .
The significance level is calculated assuming that, under tﬁ' Distribution of Review Satisfaction among Authors
null hypothesis, Figure 1 is an overview of the distributions of the 4 author
12 ratings related to review quality, categorized by accepted
t=(n— 2)1/2 ( P ) and rejected submissions. The percentages are relativeto t
1—p? respective category. Authors find 39% of reviews to be of

high or very high quality and deem 45% of review comments

dom, wherep is the Spearman correlation of the observation@.eIprI or very helpiul. Further, they think reviewers made

. . . H - . 0
In line with the common practice we refer to effects that ha h'gh eﬁ‘(()jrt dto un7dle(;sta][uzlh thelr_paper with t34t/0 r?f the
a significance level op < .05 as (statistically)significant reviews and deem o of the review comments o have an

Note that statistical significance doaset refer to the size of approp_r.iate length. The mean value Of. th_e ratitegcentage
the effect in question or its practical relevance. E.g., ak/veOf justified commentgs 63.67 (std. deviation 17.67). These

correlation can still be statistically significant. findings suggest that authors are quite satisfied regartiieg t

In some situations we are interested in removing the effe%ﬁ.’a_“ty of their reviews. Nevertheless, there seems to benro
r improvement, as authors rate 22% of reviews to be of

of a third variable on the correlation between two variable | lit d 15% of th . bei i
To control for the effects of the third variable, we use [zrti r?(\a,\llp?ljlv;tréllow quaiity an 0 Of the reviews as being no

correlation. We obtain the partial correlation betweenaldes

X and Y controlled for the effects of a variabl& by the C. Influence of the Overall Score on Quality Ratings
following formula

is coming from a distribution with (n —2) degrees of free-

Table Il shows the dependency of the ratings concerning
_ Pzy — PxzPyz review quality on theOverall Score All ratings show a
\/(1 — 21— ,052) statistically significant positive correlation ywth 'Fr@veralll

Score In other words, authors tend to assign higher ratings

wherep,,, p,., andp,. are the appropriate correlations. to reviews that assign high scores. But the correlations are
We use Pearson'g? test to compare differences in ratingsiot perfect and vary between rating categories. Tverall

and response rates between accepted and rejected sub@islity rating shows the highest correlation, helpfulness has

sions. the lowest one.
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Fig. 1. Distributions of author ratings for review qualiBifferences between ratings for accepted (filled) and tefesubmissions are statistically significant
(* p < 0.05, ** p < 0.01) except for ratings of review length.

TABLE I

CORRELATIONS OF QUALITY RATINGS WITH THEOverall Score of acceptance with the respective mean ratings per SumniSSi
(** p < .01) range from .06 to .253. In particular, the correlation of
acceptance with the mean valuesdferall Qualityand effort
Rating Correlation — with of reviewer isp = .236 and p = .182, respectively. Thus, th
Overall Score p= o p T ! peclve y 95’ €
Overall Quality 5O1+ effect of accept/reject decisions on author ratings is weak
Justified Comments .506* than the effect of review scores.
*k . . .
Helpfulness 360 This finding was unexpected to some degree, at least to

Expertise Reviewer| .417** L. .
Effort Reviewer Wi us, as we had anticipated a stronger effect. However, in

retrospect it is explainable by the following facts. In otudy,

authors rated individual reviews. Thus, they could diffeiate

D. Which Ratings Do Explain the Overall Quality? between reviews that assigned scores in their favor ana thos
The Overall Qualityrating is the overall assessment of th&hat did not. Since reviews per submission vary in their esor

review by the author. By comparing it to the other rating@,nd authors apparently take this into account, acceptaage h

we can determine which criteria have the highest influence 8rivéaker effect on ratings than the scores.

review quality from the authors’ perspective. However, Sub

section V-C has shown that tt@verall Scoreaffects ratings. F. Influence of Review Length

To remove this effect, we computed the partial correlations ) )

while controlling for theOverall Score Figure 2 shows the ~Minimum, maximum, and mean length of review comments

results of both the bi-variate and the partial correlatioftse 1N characters were 0, 11604, and 1488 respectively (stendar

dark bars show the correlation between the respectivegratffviation=1213, median=1258). Review comments are very

of authors and theiOverall Quality rating. The light bars rarely perceived as too long. But in over one fourth of the

show the same correlation when controlled for the effect §fS€S, authors perceive them as too short (see Figure 1). The

the Overall Score The difference between the respective baf§ngth of a review is positively correlated with its respeet

shows how big this effect is. For instance, the differend&ting (o = .501, p < 0.01). The partial correlation controlled

for the helpfulness rating is relatively small. This mean@r Overall Scoreis slightly less p = 0.433). Thus, authors

that the correlation oHelpfulnesswith Overall Quality is @PPear to prefer longer reviews.

rather independent of th®verall Score In contrast, the

Overall Scorestrongly influences the correlation of the ratings. Expertise of Reviewer — Self-Assessed vs. Perceived

for Technical Contributiorwith Overall Quality All ratings ) _
correlate significantly with the rating fo®verall Quality Authors rated the reviewer expertise on the same scale as the

Ratings forEffort of ReviewerHelpfulness and Expertise of reviewer. The self-assessment and the assessment by tioe aut

Reviewershow the highest correlation with perceived revie@'® moderately correlateg & 360, p < .001). This is the
quality — both in the bi-variate case and when controlled fe@nly non-negligible correlation of the self-assessed expertis

Overall Score with all other variables we analyzed. In particular, we dé no
) find any correlation with ratings fdrReview Quality Helpful-
E. Influence of Acceptance Status on Ratings ness andJustified Comment©n the other hand, perceived ex-

Authors of rejected submissions assign lower mean ratingsrtise is significantlyy < .01) partially correlated (controlled
than those of accepted ones. This effect is statistically sifor the Overall Scorg with Effort of Reviewer(p = .571),
nificant. Because acceptance is on the submission level, Helpfulness(p = .523), and Justified Comment& = .434).
computed averages of the review-specific ratings per submiiske other ratingsExpertise of Reviewanoderately depends
sion to test for correlation with acceptance. The correteti on theOverall Score(p = .417, p < .001).
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Fig. 2. Correlation of ratings witdverall Quality— bi-variate and controlled foDverall Score
TABLE Il TABLE IV
CORRELATION OF REVIEW SCORES AND THEIR RESPECTIVE RATINGS OBSERVED AND ESTIMATED VALUES OF UNFAVORABLE RATINGS FOR
(** p<.01) Overall Quality
Score Correlation  with Observed Estimated
Respective Rating Mean Mean [ Std. Deviation
Overall Quality .612% Accepted 106 238 165
Originality | 596 Rejected 346 474 174
Technical Contribution| .672** All 217 354 176
Experimental Results | .620**
Related Work .568**
Language and Clarity | .655**

More importantly, regarding Bayesian updating, there is a
statistically significant effect of an author’s ov@verall Qual-
H. Rating of Review Scores ity ratings on his estimations regarding tiwerall Quality

) ) o _ratings issued by other authors. We obtained this result by
Authors rate the six scores their submissions have rece'V&’ﬂculating the share of unfavorab@verall Quality ratings

per review mostl}/ as adeguate. The number of ratings RgEued by an author and comparing it to his estimates. The
score with value ‘adequate’ ranges from 66% to 77% for thegpective correlations of this share with the three estima
respective scores. Authors almost never perceive theilescoyq significant and range from .374 to .422 € .05). Put

as too h'qh- Out ?f 175 ratings fddverall Quality 4 had  gjmply the more unfavorable ratings an author issues, e m
the value ‘too high'. All 4 were assigned by different autior he expects others to do the same. This suggests that authors

Further, 18 of the 875 ratings on the five detail scores hgd indeed behave like Bayesian learners who use their own
the value ‘too high’, 8 of which were assigned in categorgpinion to update a (common) prior.

Language and ClarityReview scores are significantly posi-

tively correlated with their respective ratings (see Tallle VI. DISCUSSION

This means that authors tend to rate high scores as adequatleh . , : . : .
S e analysis confirms our expectations regarding this vari-

and low scores as too low. But considering that authors have . ,

. : ant of collaborative work to a large extent. Authors’ assess

rated scores directly, the correlations are lower than wek ha ; X i

ments of reviews are biased. They depend on review scores

expected. .

(on overall as well as on detail scores), but only weakly
on the acceptance status. We think that this is because the
granularity of assessment was the review, not the submissio

To test the common prior assumption, we asked authorslte., authors are not very much affected by a rejection pger se
estimate the ratios of reviews rated unfavorable (‘very’lowbut differentiate between reviews in their favor/not inithe
or ‘low’) among i) all authors, ii) authors whose submissionfavor.
had been accepted, and iii) authors whose submissions hatlhe correlations of ratings with review scores are relative
been rejected. Authors’ mean estimates for the three rats moderate. We expected them to be stronger. In so far, authors
higher than the mean values observed (Table IV). Furthegmoappear to be ‘decently honest’. Some ratings are relatively
all three estimates have a relatively high standard dewiati ‘neutral’ regarding the review scores. These ratings asg#r-
However, the overall tendency of the estimated ratios is tkeived effort of reviewer, the percentage of justified comtag
same as in the ratios observed, i.e., accepted submissalds yand the helpfulness of the comments. They are, compared to
less unfavorable ratings on average than all ratings cagabinthe other ratings, relatively weakly influenced by eerall
and all ratings combined vyield less unfavorable ratings ®&core of the review. Moreover, their respective correlations
average than rejected submissions. with Overall Quality hold when controlled for theOverall

I. Authors’ Estimations of Rating Ratios



TABLE V
Score T APPLIED TO THE DATA OF OUR STUDY

We are surprised to find that the reviewer's self-assessed
expertise is not correlated with any of the ratings except fo
one: the assessment of the reviewer expertise by the author.

Reviews receivindl’
1.1%
24%

N R Of | ol =

Therefore, we speculate that the display of the self-assa#s 44.6%
itself affects the opinion of the author. This is akin to the 254-753;4
. 0

so called “Seeing is believing effect” discussed in [22]. To
examine this issue further, future experiments could heae t
groups of authors, and the self-assessgd expertise lewtl co Let R € {1, .., k} denote the value of the author rating of a
be displayed to one group only. Comparing the rgsylts of bOtR/en review. LetS € {1, ..,1} denote that review's score. The
groups would yield insights as to whether this is indeed t

. . : . rémuneration functiof'(R, S) = R— S removes the influence
case. Next, in our study we provided the authors with 3 Cm'cgf the score on the remhneratidﬁ. can be further refined.
to assess review scores: ‘too low’, ‘adequate’, and ‘todhig

o i . For example, reviewers might be deterred from reviewing if
We did this mainly to find out how many authors would choost reatened by penalties. So one could only remunerate good

too high " For a real rating system, these choices appear{ﬁc{/iews, but refrain from any penalization. Further, onaldo
be rather inadequate, as we have learned from our study.

. o . - - Wofmalize the rating scales if £ [.
numb_er Of. ratings being 'FOO high” is neg!lglble, resultlng In order to see whether our proposed remuneration indeed
effectively in a boolean rating scale. More importantlyttwi

the exception ofLanguage and Clarity ratings for scores neutralizes the effects of scores, we apfiyto the data of
are relatively strongly affected by their respective scée our study. Letfz be theOverall Quality rating by an author

. . and S the Overall Scoreof the respective review, and set
expected, they are not useful as a quality measure. Olgectjv P

criteria to identify and remunerate high-quality reviews ak’l = 5 according to the number of different choices for
. ) fy : gh-q y ratings and scores in our study. Table V shows the results.
difficult to find. In the end, quality and helpfulness can onl

be perceived and assessed by authors. Other parties % remuneration is quite symmetrically distributed. 44.6
P IV T .y u. ) parti eviews would not be remunerated at all. Furth€r,is
are assumed to be objective in their assessment are ra e,

. . . §itively correlated withOverall Quality (p = .526) and
unts# itable [.1]ﬂt0 mcijeabse th.e quasllty.tholn the other ?gn eakly negatively correlated witbverall Score(p = —.333).
authors are Influenced Dy TevIews. 50 INEIr asSESSMEent 1S NOg ¢ yher decoupling of the incentives from scores could

objective either. How much of this influence is due to thSe achieved by choosing a rating category fothat is only

scores and how much is due to the written comments is h‘wgakly dependent oi§. One candidate is, for example, the
to Qetermine. To exam.ine this, a future experiment wouleha elpfulness of the comments for future V\;ork because' of all
to introduce an experimental group of authors who only S¥&view ratings, its dependency on ti@verall Scoreis the

review comments and do not see the scores. However, It\/\} akest one. To demonstrate this, we use a normalized varian

Q'If'ctl\’,\llt to |mpOSS|E_Ieh|n pr?ﬁtlcet to fpcljltdt_f;fe grotLljp gf au(tjb Iof the remuneration function above and apply it to the data
Ito two groups which are then treated ditierently. Une aoul e |, study: LetRy., € {1,..,4} be the rating for the

however, try to eliminate the influence of the scores on qua"helpfulness of a given review arfl be that review'sOverall
ratings. How this could be achieved is the topic of the ne¥ . re The resulting remuneration for helpfulness

section. N .
hel
Thelp(Rhelpas) = 4 L g

is only negligibly dependent on th@verall Scorg(p = —.126,

One important objective of ours behind this study was @ = .096), while still being strongly correlated with helpful-
identify criteria that might be suitable to reward high-tiya ness p = .761, p < .01) and Overall Quality (p = .591).
reviews. The main question in this context is: How to deceuplhus, it decouples the incentive to give accurate scores and
incentives to write high-quality reviews from incentives tthe incentive to write high-quality reviews to a large degre
give accurate scores? We have shown that there is a positiv®ne problem that might occur with the remuneration func-
correlation between review scores and ratings by authdrgt Ttions above is that, all else being equal, reviewers could
is, authors like reviews that like their submissions. Thugjcrease their chance of being remunerated by assigning
if one simply remunerated reviews based on how highlpwer scores. In the worst case, all reviewers would assign
authors rate them, it would create incentives for reviewensinimum scores while still trying to write helpful comments
to give inaccurately high scores. Consequently, we propoSéearly, this is undesirable. To counter artificially lowoses,
to remuneraterelatively highly rated reviews, i.e., reviewsconferences could use mechanisms for honest feedback. In
that receive high ratings by authors despite assigning Idhis case, some of the remuneration for a review would be
scores. In the following, we formalize one possible funttiobased on its score in comparison to the scores of other review
that achieves this. We explicitly write down this functicor f for the same submission. Reviewers would then face a trade-
illustration purposes, and to indicate a potential digctof off between two factors: Some of the remuneration would
future research. be based on author ratings, some based on review scores.

VIl. REMUNERATION FORREVIEWS



Studying the question how this trade-off influences reviewe[9]
behavior is beyond the scope of this paper, for several nsaso
The specifics of the remuneration function, in particulae “110]
proposal how it might depend on review scores, are a result
of our study. We did not foresee them prior to the study and
. . . ! 11]
hence had not incorporated them in the questionnaire. Ne[xil
the focus of our study is author perception. Discussing thee]
behavior of reviewers based on our results would be high[%]
speculative. Finally, for future work we deem experimehts t
most promising way to study reviewer behavior in presence
of the trade-off described above. l.e., we would let revieswel14]
know the remuneration function(s) and measure how this
affects their behavior. [15]

VIIl. CONCLUSIONS [16]

Selecting conference articles is an important instance &f]
collaborative work. Today, this is typically done by means
of peer reviewing. Review ratings by authors have poteiial [18]
improve the quality of peer reviews. A significant problem
however is that authors’ perception is hardly neutral, but
might in turn be affected by the reviews. To gain empirical
insight into authors’ perception of reviews, we have coneldc [19]
a study with 39 authors of a computer science conferencg
who rated 175 reviews they had received. The results of this]
study show that authors’ satisfaction with review qualiy i
good, but has some room for improvement. Review scorié)
affect author ratings to different degrees. Authors ratéeres
as good if they deem the review helpful for their future
work, deem the review comments justified, and have the
impression that the reviewer made an effort to understand
the paper. By and large, these results hold when controlled
for the overall score. Acceptance and self-assessed rexiew
expertise only have a weak influence on perceived review
quality. Finally, the common prior assumption, which isaall
for honest feedback mechanisms, holds with respect to esitho
Given these results of the study, we have discussed suitable
metrics to compute remunerations for reviews based ongsatin
and scores. Applied to the data collected in our study, they
neutralizes the effects of scores to a large degree.
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