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ABSTRACT
Feature extraction from energy time series gives way to use data
mining methods that require static vectors as an input. However,
there is a plethora of feature extraction methods, and selecting
a good set of features for energy time series is difficult. In this
article, we make some strides towards the long-term vision to guide
feature selection for emerging applications in the energy domain.
To this end, we study the issue of extracting features from energy
time series for a novel use case: Deriving human-understandable
descriptions for smart-metermeasurements of industrial production
machines. We first categorize existing feature extraction based
on their technical specifications and on their usefulness with our
application. Based on it, we select features suitable for our use case
to derive machine descriptions for an industrial production facility.
Our experimental results show that our overview and categorization
are useful to select features for a novel use case.
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•Computingmethodologies→ Feature selection; •Hardware
→ Best practices for EDA; • Information systems → Extrac-
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1 INTRODUCTION
Energy data often are multivariate time series of measurements.
However, many knowledge extraction methods require static data
as input. A common way to deal with this antagonism is feature
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extraction, i.e., map each time series to a static vector representation.
This requires a good set of features for the use case at hand.

Since feature extraction is so commonplace, there is a plethora
of feature extraction methods which have been used with energy
time series [21, 25, 54, 55]. However, this variety also is a burden.
Finding a good set of features is difficult, because it depends both
on the application as well as on characteristics of the data. For
instance, the feature “voltage-current trajectory” [31] is useful for
non-intrusive appliance load monitoring (NIALM), but may not be
particularly useful for power quality applications. Another example
is the “voltage-current trajectory” which only is feasible if measure-
ments are high-resolution. Existing summaries on feature extraction
tend to focus on specific applications, such as NIALM [25], power-
quality detection [36] and exploration of household data [23]. How-
ever, with the rise of energy data analysis, new use cases emerge
frequently. Usually, these use cases need to gain some prominence
before a study of feature extraction methods become worthwhile.
In consequence, the feature extraction for each new application is
performed in isolation, without a reliable starting point. This gives
way to a long-term vision, namely to provide guidance on feature
selection for any novel use case in the energy domain. While such
guidance clearly is useful, it is difficult to achieve.

Contributions. In order to make some strides towards that vi-
sion, we look at a use case which has not received much attention
so far: finding human-understandable distinctive descriptions of
industrial machines based on characteristic smart-meter measure-
ments. Specifically, we use Explanation Tables [13], an approach for
concise and human-interpretable summaries of data. Explanation
Tables are an exploratory tool to support humans in understand-
ing complex patterns. They are exemplary for a broader category
of finding descriptions in large data sets, an important area with
databases literature [30, 37]. Thus, the objective with ET is differ-
ent to existing use cases that focus on device monitoring without
human interaction, like NIALM. Explanation tables work on static
data, i.e., they require feature extraction from energy time series.

Given this use case, we make three specific contributions. (i) We
propose an approach to select a good set of features for a specific,
often new application: In a nutshell, we introduce categories of
features for energy time series. We then use this categorization to
narrow down the search space to features that are applicable in a
specific use case. (ii) We study the usefulness of these features with
Explanation Tables. Our data are multivariate time series of smart
meter measurements from ten production machines and the main
terminal, with high volume and high dimensionality [6].
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Our experiments show that Explanation Tables with the selected
features are compact and characterize the machines almost entirely.
This shows the effectiveness of our selection approach, and sug-
gests that our approach may also be useful as general guidance.
(iii) We make our code for feature extraction and the resulting
data sets publicly available.1 They can serve as a starting point
for other applications which require feature extraction for energy
time-series data. The data set may also serve as a benchmark to
find compact, human-understandable descriptions of characteristic
machine behaviour.

2 RELATEDWORK
Feature extraction from energy time series has been studied with
various applications in mind. In this section, we review work on
feature extraction for the following applications: power quality
monitoring, NIALM, and data exploration for household data, e.g.,
to predict energy efficiency from characteristics of households.

Power Quality Monitoring. Power quality disturbances, like volt-
age sags, flicker, supply interruption and frequency disturbances,
are electromagnetic phenomena, with durations from microsec-
onds to minutes. Researchers have focused on data mining to detect
disturbances beyond simple threshold-based detection. Feature ex-
traction is important here, see [36] for an overview. The features
used depend on specifics, like the type of disturbance and the time
resolution of measurements [7, 35, 50]. Many features used require
very high resolution with sampling rates of several kHz.

NIALM. The objective of NIALM is to disaggregate energy data
into appliance specific signals [18], to design demand response al-
gorithms [19], and to identify devices [25, 39, 43]. Existing NIALM
applications mainly focus on household data. Here, several catego-
rizations of features have been proposed: Steady-states vs. transient-
states features [18], traditional power metric-based, vector-based,
and voltage-current (V-I) trajectory-based features [31], as well as
restrictions on sampling rates to distinguish between micro- and
macro-level device signatures [32]. [25, 46, 54, 55] are comprehen-
sive overviews for low- and high-resolution data.

Exploration of Household Data. There are several approaches
that analyze consumption data from households based on low-
resolution data from smart meters. This includes classification of
households and predicting energy efficiency related household prop-
erties [23]. Features used in this context are often handcrafted, e.g.,
consumption figures, ratios, temporal properties and statistical
properties [4, 5, 20, 21, 23, 48].

So there is a variety of summaries on feature extraction for
energy data. However, they are application specific and it is unclear
to which extent insights from such summaries also transfer to other
use cases.

3 TIME-SERIES FEATURE REPRESENTATION
This section focuses on the extraction of features from smart-meter
measurements from an industrial production site. We structure
feature extraction as a two-step process: the pre-processing of se-
quences and the mapping of sequences to static vectors. There are
several design decisions one has to take along this process with any

1https://www.energystatusdata.kit.edu/hipe-features.php

use case. We elaborate on the options one has with these decisions,
and discuss how data characteristics and application restrict them.

In the following, we first describe the raw smart-meter data and
motivate our use case. We then discuss sequence pre-processing
and feature extraction. To this end, we first present the general
options, and then elaborate how we decide on them in our specific
case.

3.1 Data and Use Case
The starting point for this work is smart meter data from an in-
dustrial production site, the HIPE [6] data set. It contains smart
meter measurements from 10 machines over 3 months with a time
resolution of 5 s. Each meter stores stores 112 values per time step if
the machine is connected with 1 phase and 360 values for machines
with 3 power phases. This abundance of data poses challenges for
human understanding and interpretation.

Commonly, humans interpret only small portions of the data,
like the power consumption on a coarse time scale. Further, they
may “feed” the data to machine learning methods that produce
results untraceable for humans. Our use case, however, are human
interpretable descriptions of the machines based on the data avail-
able. Describing the machine behaviour is different from NIALM,
where models often are used as a “black box”.

The summaries sought are Explanation Tables (ET) [13] with
some modifications to allow for numerical attributes [51]. However,
as many methods in knowledge discovery, ET have not explicitly
been developed for time-series data, but currently are confined
to static input. This requires a transformation of time series to a
feature-based representation. Unlike other machine-learning meth-
ods, ET requires features that humans can understand, since ET
describe the machines using solely these features to human inter-
preters.

3.2 Sequence Pre-Processing
Selecting a good set of features from energy time series requires to
decide on what constitutes an observation, i.e., the entity of mea-
surements a feature is calculated on. This step is called segmenting.
To illustrate, our data are time series over three months from several
machines. On the one hand, one could define the full three-month
time series of each machine as one observation. On the other hand,
comparing the consumption pattern of one machine over the course
of a day requires to extract several sequences; so each sequence is
one observation. As an optional step, one can then use filtering to
select a subset of the sequences of interest.

Segmentation. The first step of pre-processing is to segment the
time series. In general, this is a trade-off whether one is interested
in “global” or “local” behaviour of the time series, as well as ad-
herence to technical limits. In our case, the technical minimum
sequence length is about 5 s. This would result in one observation
per sequence. However, this corresponds to interpreting the raw
time-series vectors and would remove any temporal dependencies
from the data. The technical maximum sequence length is the mini-
mum number of remaining observations in the segmented data set.
For instance, with three months worth of data, weekly segments
would result in only 12 observations per machine. With so few ob-
servations, a small number of anomalies in the measurements can

https://www.energystatusdata.kit.edu/hipe-features.php
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distort the description of “usual” behaviour. Besides these restric-
tions, our choice is arbitrary: We choose 15min, the most common
interval used in literature [52], and 1 h intervals as comparison.
The extracted sequences are non-overlapping, since overlapping se-
quences are prone to detecting spurious effects [28]. In general, one
may also extract sequences of dynamic length, e.g., based on on/off
periods of machines. However, this requires assumptions on how
to find events that define the start and the end of a sequence [2, 18].
Since we do not make any assumption to this end, we rely on static
sequence lengths.

Filtering. Filtering allows to focus on segments of interest, based
on any selection predicate. Naturally, this choice is application-
dependent. Literature filters attributes [32] or features after the
extraction [22]. In our case, we use filtering to remove observations
for all attributes where machines are in an off state, i.e., a current
of 0. For comparison, we also use data without any filtering.

3.3 Feature Extraction from Sequences
There is no general categorization of features from energy time
series that we can rely on to select features for our use case. Instead,
we list several characteristics that we deem useful to categorize fea-
tures from literature. One can then use this categorization to select
a subset of features relevant to a specific use case. These are Inter-
pretability, Temporal Scope,Number of Values,Additional Parameters,
and Data Requirements. We first explain these characteristics and
then use them to select features for our use case.

Interpretability. Intuitively, human-understandable descriptions
of energy consumption patterns require features to be interpretable.
Any definition of interpretable is subjective to some extent, and
there is no single way to define it [34]. In this current article, we
deem a feature interpretable if it describes a property of the time
series that has a real-world correspondence, and the meaning of
the features is independent of a specific application. For instance,
the auto-correlation of a time series is interpretable. It character-
izes the inter-dependence of subsequent measurements, whether
this is for, say, voltage curves in households or reactive power of
production machines. In contrast, features from auto-encoders are
not interpretable. The output of an auto-encoder has no immedi-
ate real-world expression and depends on the training data. Thus,
auto-encoded time series values have no analogue meaning across
applications. In our use case, we require features to be interpretable.

Temporal Scope. The temporal scope of a feature describes the
granularity of the feature calculation, and whether the order of
measurements matter. We discern between three temporal scopes:
a-temporal, local, and global. A-temporal features are independent
of the measurement order. Examples are descriptive statistics like
“maximum” or “mean”. A global feature is a compression of the
full time series that depend on the order of measurements. It often
is a lossy compression, e.g., the Fourier coefficients up to a cer-
tain degree. Local features are more fine-granular, and consider
individual positions or small subsequences of measurements in the
time-series. Examples are the position of the first maximum or the
sum of differences between consecutive values; both depend on
the order of measurements. With our use case, we deem all of the
above reasonable choices, as they capture different aspects of the

data. In contrast, other applications may impose a stronger focus
on the sequence of values or on individual measurements.

Number of Values. Features differ by their dimensionality. In the
extreme cases, features either reduce a sequence to a single value, or
they output more values than in the original sequence. In general,
machine learning becomes difficult with large numbers of features,
also known as the curse of dimensionality. So feature with few
values tend to be preferred. We use the categories single, multiple
and variable number of values. The difference between the last
two categories is that for ‘variable’ the number of output values is
defined before computing the feature and affects the feature values.
For instance, Fourier transformation returns multiple values, the
coefficients. From these values, one can then choose the largest
ones. However, piece-wise aggregate approximation aggregation
is variable, since one has to decide on the number of aggregation
intervals a priori, because feature computation depends on this
number. This is useful, for instance, to evaluate different aggrega-
tion levels by comparing analysis results based on different number
of output values [49]. In general, features that result in more than
a single value are difficult to configure with energy data. They re-
quire to reason which number captures sufficient information from
the original time series. To limit the dimensionality, we use only
single-value features with our use case.

Additional Parameters. Some features are parameterized. For in-
stance, the feature “number of peaks” depends on the number of
consecutively increasing values that define a peak. In our cate-
gorization, we only differentiate whether features require to set
additional parameters (yes and no). Choosing parameter values is
difficult since there often is no intuition which values are suitable
for energy data. Extracting features for multiple parameter values
is not a realistic option, since this increases the dimensionality of
the feature space. In our use case, we do not use any features which
are parameterized due to the various problems.

Data Requirements. Features can also have requirements on the
input data. This includes restrictions to a specific attribute and
constraints on the sampling rate. For instance, voltage-current tra-
jectories are useful to distinguish between appliances. However,
they require measurements of two attributes, voltage and current,
with high sampling rates, to extract the trajectory from single power
cycles. In our use case, we are restricted to features with a required
sampling rate of 5 s or lower.

3.4 Selecting Features
The categorization gives way to identify a set of features from
literature that is relevant for a specific use case. Based on the cate-
gorization, one has to filter for features with specific characteristics,
e.g., features that are interpretable. Table 1 is an overview of the
features considered here. In this table, the features are grouped by
their characteristics. In other words, features are in the same group
if they have the same interpretability, temporal scope, etc. Note
that we omit many time-related features such as “Mean consump-
tion in the morning” [23] since these are essentially covered by
segmentation and filtering choices.
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Features Interpretable Scope # Values Parametrized Requirements
On-Off-Ratio [18] Yes a-temporal single no attribute
Count-Above-Mean [23], Count-Below-Mean [9], Num-Max [46], Yes a-temporal single no none
Any-Duplicate [9], Max-Duplicate [9], Min-Duplicate [9]
Kurtosis [42], Length [53], Non-Zero-Ratio [53], Num-Min [46]
Max [23], Min [23], Mean [23], Median [23], Crest-Factor [11],
Ratio-Recurring-Values [9], Ratio-Recurring-Datapoints [9],
Num-States [12], Skewness [42], Standard-Deviation [42],
Binned-Entropy [24], Quantiles [9], Range-Count [9] Yes a-temporal single yes none
Abs-Diff-Sum [9], Mean-Second-Derivative [9], Mean-Diff [9], Yes local single no none
Mean-Abs-Diff [9], Num-Mean-Crossing [26], Pos-First-Max [23],
Pos-First-Min [23], Pos-Last-Max [9], Pos-Last-Min [9],
Max-Streak-Above-Mean [9], Max-Streak-Below-Mean [9]
Change-Quantile [9], Pos-Mass-Quantile [9], Peak-Count [23] Yes local single yes none
Augmented-Dickey-Fuller-Test [10] Yes local multiple no none
Duration-Distribution [18] Yes local multiple no attribute
Linear-Weighted-Average [53], Trend-Slope [9], Yes global single no none
Quadratic-Weighted-Average [53], Sample-Entropy [44],
Complexity-Estimate [3]
Aggregated-Autocorrelation [17], Autocorrelation [23] Yes global single yes none
Approximate-Entropy [44], C3 [47],Partial-Autocorrelation [9]
Time-Reversal-Asymmetry [16] Yes global single yes none
Aggregated-FFT [9], FFT-Coefficients [29], Yes global multiple no sampling
Poles and residues [14]
Voltage-Current-Trajectories [31] Yes global multiple no attribute,

sampling
Aggregated-Linear-Trend [9] Yes global multiple yes none
Energy [42], Maximal-Lyapunov-Exponent [42], Yes global multiple no none
Structure-Detectors [40]
Max-Langevin-Fixed-Point [15] No global single yes none
Autoregression-Coefficients [1], Friedrich-Coefficients [15] No global variable no none
Adaptive-Piecewise-Constant-Approximation [27]
Autoencoders [8], Restricted Boltzmann Machine [38] No global variable yes none
Symbolic-Aggregate-Approximation [33]
Ricker-Wavelet-Coefficients [45], No global variable yes sampling
Stockwell-Matrix-Coefficients [7]

Table 1: List of time-series features grouped by characteristics.

For our use case, we are interested in features that are inter-
pretable, have a single value, no parameters and no sampling re-
quirements, which typically require sampling rates above 1000Hz.
While this eliminates some of the groups in Table 1, the result-
ing set of 36 features remains sizeable. Because of technical re-
strictions on the sequence length (cf. Section 3.2), we extracted
these features for the HIPE data set with a segmentation of 15min
and 1 h intervals. We restrict ourselves to these two intervals for
brevity while still providing some evidence on the impact of seg-
mentation. An extensive evaluation regarding the optimal inter-
val length in light of different data sets, features and data sets
would be interesting, however this is not focus of this work. Since
HIPE contains both 1- and 3-phased machines with different at-
tributes, we used the average current, line voltage, active power,
reactive power, apparent power, frequency, power factor of the 3
phased machines. The data set is filtered from HIPE data when

the respective machine was turned on, as determined by a posi-
tive current. This results in four different feature representations
of HIPE for each combination of the two segmentation choices
and two filtering choices, which we refer to as Features-1H-Full,
Features-1H-On, Features-15Min-Full and Features-15Min-On. These
data sets and our code for this feature extraction are available at
https://www.energystatusdata.kit.edu/hipe-features.php.

4 UNDERSTANDABLE DESCRIPTIONS
In this section we build Explanation Tables (ET) [13] for the HIPE
data by using the feature representation discussed in the previous
section. We also compare ET for our four extracted feature data
sets to assess the impact of our segmentation and filtering choices
on the quality of machine characterizations.

https://www.energystatusdata.kit.edu/hipe-features.php
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Row I_Max I_Mean I_Min Count Machine Correct
1 0.26 – 734 ⋆ 0.26 – 1.83 8842 PnPUnit 99.92%
2 ⋆ ⋆ 0 – 0.26 69165 Terminal 0.01%
3 ⋆ ⋆ 428 – 452 150 ChipSaw 96.0%
4 4.38 – 4.87 ⋆ ⋆ 333 V.Pump2 99.4%
Table 2: Exemplary ET based on electric current.

4.1 Explanation Tables
Explanation Tables [13] summarize the relationship between a
designated “outcome” attribute and “explanatory” attributes. Here,
we are interested in the relationship between different machines
and the feature representation. That is, the machine name is the
outcome and the feature vectors are the explanatory attributes.
This way, an ET describes patterns in the smart meter data that
allow to distinguish the machines that have generated the data. To
fit the smart-meter data, we use adapted ET [51] to accommodate
numerical attributes, without changing the theoretic framework,
functionality and quality evaluation.

Table 2 is an example of an ET with features min, mean and max
from the electric current as explanatory attributes. A row consists
of two parts. The left part is a conjunctive pattern that describes a
subset of the data. Each clause in the conjunction defines an inter-
val on an attribute to be matched. We display intervals matching
exactly one value as a constant, and intervals matching the full at-
tribute domain as a wildcard⋆. For example, the first row of Table 2
matches all instances where the measured current has its maximum
between 0.26A and 734A and its minimum between 0.26A and
1.83A, for all current means. The right part is a machine label with
summary statistics. These are the number of instances the pattern
matches (“Count”) and the percentage of correct matches (“Cor-
rect”), i.e., the share of Count that indeed matches the “Machine”
label. The first row of Table 2 shows that 8842 instances match
the pattern, and 99.92 % of them are the pick and place unit (“Pn-
PUnit”). So a user knows how many instances the row affects, and
how decisive the pattern is for this machine. In essence, each row
“explains” the association of one type of machine behaviour with
one machine. Note that these explanations can also happen with
negative examples, as seen in the second row. There are 69165 in-
stances, which are over 70% of all instances in the data set, with low
currents below 0.26A, but these never are from the “MainTerminal”.
Finally, patterns need not be mutually exclusive, i.e., an instance
may fit several rows, e.g., the first and the fourth row of Table 2.
This is because ET provide interesting and informative patterns
for human interpreters instead of focusing on exact classification
results. That is, the first and fourth row are interesting patterns of
the “PnPUnit” and “Vacuum Pump 2”. Using ET for classification,
i.e. assigning machine labels to different feature vectors requires
intricate considerations. For instance consider an entry with I_Max
= 4.38A and I_Min = 1.83A that matches row 1 and 4 in Table 2.
It is nearly four times more like to be measured by the “Vacuum
Pump 2” than the “PnPUnit” because there are 8842 · 0.0008 = 7
entries matching row 1 with a different machine label compared to
row 4 with 333 · 0.006 = 2 such entries.

To provide a formal measure for the overall informativeness of
the patterns presented by an ET, an extensive model is used. Al-
though we defer the specifics to [13, 51], in essence this information
content quantifies how well the patterns of an ET describes the
distribution of machine labels across all instances in the data. Since
this information content of an ET is not normalized and scales
with data size and information content, i.e. complexity, of the input
data, we normalize the quality scores for better comparability. That
is, we compare the explanatory power to the absolute maximum
for this data, to obtain a relative score in percent, which we call
completeness. That is, completeness quantifies how well all patterns
of one ET describe the entire data set. For instance, an ET with
100% completeness allows a perfect reconstruction of the machine
labels given the explanatory attributes (“features”). As a result is it
particularly interesting how much completeness ET with a limited
number of patterns, e.g. 50 rows, can achieve.

4.2 Experiments
We now generate ET for the feature representation of HIPE. Since
ET do not scale well with high dimensional feature vectors [13, 51],
a restriction on the number of input features is necessary.We choose
18 features we deem a good coverage and diversity in a manual
selection step. In detail, we use the following features from Ta-
ble 1: Complexity-Estimate, Count-Above-Mean, Crest-Factor, Kurto-
sis, Linear-Weighted-Average, Trend-Slope, Max, Mean, Mean-Abs-
Diff,Mean-Second-Derivative,Min,Num-Mean-Crossing,Num-States,
Non-Zero-Ratio, Ratio-Recurring-Datapoints, Sample-Entropy, Skew-
ness and Standard-Deviation. To avoid the large vectors yielded
by computing each of these features for each measured attribute,
we compare the completeness of ET using different features and
attributes. We also consider this evaluation separately for Features-
1H-Full, Features-1H-On, Features-15Min-Full and Features-15Min-
On. This comparison indicates which features computed on which
attributes yield ET with high completeness depending on segmen-
tation and filtering.

Figure 1 graphs the completeness of ET with 50 rows based
on different attributes. That is, for each attribute we build a dis-
tinct ET where the input is our set of features computed for that
attribute. The figure graphs the completeness for each attribute,
marked at the x-axis, and data set. As one might expect, frequency
and voltage offer little insights related to individual machines, as
these attributes almost entirely depend on the grid. The remaining
attributes, however, yield tables with high completeness across
the different data sets. The only exception is the power factor for
unfiltered hourly data, which yields an ET with noticeably lower
completeness. Otherwise, the only significant difference between
the different data sets is that frequency and voltage yield better,
though still very incomplete, ET with unfiltered data. The reason is
that “Vacuum Pump 2”, where the smart meter is installed behind
the power switch of the machine, produces measurements of 0V
and 0Hz when the machine is turned off. These measurements are
unique to this machine and thus provide identifying patterns.

Next, we evaluate which features enables ET with high com-
pleteness. That is, we compute each feature on each attribute and
evaluate the completeness of the resulting ET. Figure 2 graphs
the completeness of ET with 50 rows based on different features
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Row I_NZ L_Min L_NZ P_Min P_NZ Q_Max Q_Min Q_NZ S_Max S_Min S_NZ Count Machine Correct
1 ⋆ -1 ⋆ ⋆ 0 ⋆ 0 ⋆ ⋆ ⋆ ⋆ 8511 V.Pump2 100%
2 ⋆ ⋆ ⋆ ⋆ ⋆ -0.07 ⋆ ⋆ ⋆ ⋆ 0 7970 PnPUnit 100%
3 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 0.01 – 0.04 0.01 – 0.02 0 4261 WashM. 100%
4 ⋆ ⋆ ⋆ ⋆ 0 ⋆ ⋆ 0 ⋆ ⋆ ⋆ 23885 Terminal 36.89%
5 ⋆ ⋆ ⋆ 0.33 – 0.34 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 0 – 0.006 675 S.Printer 98.96%
6 ⋆ ⋆ 0 ⋆ ⋆ ⋆ 0.06 ⋆ ⋆ ⋆ ⋆ 601 H.T.Oven 100%
7 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 0 ⋆ 0.15 – 0.19 ⋆ 461 ChipSaw 94.14%
8 0 ⋆ ⋆ ⋆ 0 ⋆ ⋆ 0 ⋆ ⋆ ⋆ 23874 V.Pump2 01.36%
9 ⋆ ⋆ ⋆ 0.08 – 0.12 ⋆ ⋆ ⋆ ⋆ ⋆ 0.2 – 0.22 0 – 0.006 274 PnPUnit 100%
10 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 0 ⋆ 0.04 – 0.05 ⋆ 1047 V.Oven 39.06%
11 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 1.06 – 1.24 ⋆ ⋆ 1363 V.Pump1 93.84%
12 ⋆ -0.999 – -0.981 0 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 725 S.Oven 53.10%
13 ⋆ ⋆ 0 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 0.05 ⋆ 553 H.T.Oven 98.55%
14 ⋆ ⋆ ⋆ ⋆ 0 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ 24357 H.T.Oven 06.76%
15 ⋆ ⋆ ⋆ ⋆ ⋆ 0.7 ⋆ ⋆ ⋆ ⋆ 0 144 V.Pump2 46.53%

Table 3: ET for HIPE machines, based on the Min, Max and Non-Zero-Ratio (NZ) features extracted in 15 minute segments
without filtering. The data set contains 97112 feature vectors in equal parts from each of the 11 smart-meters.
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Figure 1: Completeness of ET based on single attributes.

for different data sets. Overall, most features yield similar com-
pleteness for all data sets with a few singular exceptions, like the
Count-Above-Mean. Only the Mean, and to a lesser extent Min and
Max, show a significant difference between filtered and unfiltered
data. This is surprising, as one might expect stronger distinctions
between filtered and unfiltered data as machines usually have more
unique consumption patterns while they are running. Additionally,
the features resulting in the highest completeness are a-temporal,
indicating that the sequence of measurements are not very charac-
terizing for the machines. One reason might be that the noise with
these time series obfuscates distinctive sequences. Going forward,
the features Non-Zero-Ratio, Min and Max appear to be the best
across the different data sets. Note that we chose this application
specific method for selection features and attributes as it yielded
direct results for interpretation. Although out of scope for this
work, an interesting question is what differences arise by using
conventional feature selection methods like Min-Redundancy-Max-
Relevance [41]. That is, whether the same features are selected and
if the final ET has a higher or lower completeness.
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Figure 2: Completeness of ET based on single features.

Finally, Table 3 is an ET for the unfiltered data, segmented to
15min intervals. For brevity, we show only the first 15 rows, and we
omit I_Max, I_Min, L_Max and P_Max, which have a⋆wildcard for
all rows. While the corresponding ET with 50 rows is 98% complete,
the 15 rows presented in Table 3 already are 85% complete. This table
presents characteristics of smart meter data for some machines. For
instance, if the reactive power is zero, and if active power has no
non-zero values, and if a power factor of −1 occurs in the 15 minute
intervals, the measurements are guaranteed to come from “Vacuum
Pump 2”. The lack of non-zero values for active and reactive power
stems from the specific smart meter configuration of this machine
mentioned in the discussion of Figure 1. As another example, the
second row describes “Pick and Place Unit” by the reactive power
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of at most −0.07 kvar and no non-zero values for apparent power.
Overall, Table 3 is a compact description of characteristic patterns
of the machines while avoiding overly complicated patterns with
many clauses.

To conclude this section, we briefly summarize our findings.
We achieved high completeness with ET for the the smart meter
data from production machines. That is, we obtained compact de-
scriptions of measurements characteristic to different machines, as
evidenced by Table 3. In addition to the immediate insights from
the unique patterns of individual machines, this also demonstrates
the usefulness of our feature extraction procedure. The features
we chose because they fit the categories relevant to our use case
directly enabled good ET, as seen in Figure 1 and Figure 2. Although
out of scope for this work, an interesting direction for future work
is to study the influence of the data set on the features selected. Nat-
urally, it is also impossible to prove the usefulness for any emerging
application. However, we deem our categorization and selection
procedure a good starting point.

5 CONCLUSIONS
In this article, we study how feature extraction from energy time
series tailored to a specific application should look like. Although
feature extraction is common, there is a lack of guidance on how to
proceed with novel use cases. In this article, we focus on a specific
use case, namely creating human-understandable descriptions of
machines based on characteristic smart-meter measurements, and
we study feature selection to this end. For a systematic selection,
we propose a categorization of the many features proposed earlier
and classify related work. This categorization has turned out to be
useful to select a good set of features for our use case. In particular,
the features selected give way to a compact description of the
factory machines based on characteristic measurements. This is a
stride towards the long-term vision to provide guidance on feature
selection for new applications.
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